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Abstract

Humans are an integral component of the terrestrial water cycle. Global water resources
are fundamentally altered by anthropogenic climate change and direct human management.
Dams and reservoirs are a key example, as they regulate the river flow and store freshwater.
Worldwide, more than 45,000 reservoirs are built since the start of the 20 century. The
creation of these new open-water surfaces impacts the interactions with the atmosphere. At
the same time, anthropogenic climate change causes changes in the hydrological cycle and
affects global freshwater resources. To assess the role of reservoirs within the Earth system
and under a changing climate, they need to be represented in integrated modelling frame-
works, like Earth system models. This thesis aims both to implement the role of reservoirs
in the state-of-the-art Community Earth System Model (CESM) framework and advance
our understanding of reservoirs in the Earth system across different spatial and temporal
scales.

To start, we estimate the potential consequences of climate change and dam management
for future water level fluctuations of Lake Victoria, located in East-Africa. Lake Victoria is
the second largest freshwater lake in the world and controlled by two dams for hydropower.
Using a water balance model forced with lake precipitation, evaporation and inflow projec-
tions based on simulations from the Coordinated Regional Climate Downscaling Exper-
iment ensemble, lake level projections are conducted under various climate change and
idealized dam management scenarios. The results reveal that the operating strategies at the
dam are the main controlling factors of future lake levels, and that regional climate sim-
ulations used in the projections encompass large uncertainties. This case study therefore
highlights the importance of dam operations and reservoir management when modelling
future river flow and water resources.

In the following study, we zoom out to the global scale to provide the first estimate of
the global heat uptake by inland waters. Mapping the different components of the heat
inventory is key to understand the Earth system response to anthropogenic greenhouse gas
forcing. By employing a combination of global lake models, global hydrological models
and Earth system models, we quantify the energy stored in lakes, reservoirs and rivers from
1900 to 2020. The total heat uptake amounts up to 2.6 - 10?° J, corresponding to 3.6% of
the continental heat uptake. Most energy is used to warm natural lakes (111.7%), followed
by reservoirs (2.3%). Rivers contribute negatively (-14%) mainly due to decreasing water
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volumes. Further, dam construction and subsequent reservoir creation leads to a redistribu-
tion of heat contained in the water, and thereby increases the potential of inland water heat
uptake by warming of reservoir waters, due to the high heat capacity of water.

Then, global reservoir expansion is implemented in the Community Land Model (CLMY),
the land model of CESM, as dynamically changing lake area to account for the large in-
crease in open-water area following reservoir construction. Land-only simulations cov-
ering 20 century highlight that reservoir expansion increases in terrestrial water storage
and decreases the surface albedo, matching the increase in open water area. In addition,
atmosphere-land coupled CESM simulations indicate that globally, reservoirs dampen the
diurnal temperature range and mute temperature extremes in the present-day climate. The
responses scale with reservoir extent and can be substantial locally, but the influence on
global climate is limited.

Finally, we implement and evaluate a widely-used dam parametrisation of Hanasaki et al.
(2006) in the global routing model mizuRoute to be coupled to CESM. As this dam parametri-
sation requires irrigation water demand to determine releases of irrigation reservoirs, we
develop a new irrigation topology to integrate the irrigation demands of the vector-based
catchments to specific reservoirs. Using a local model setup with observations from in-
dividual reservoirs as a benchmark, the reservoir parametrisation outperforms the natural
lake scheme, highlighting a clear added value of our model development for river flow
modelling. In the global application, using a vector-based river network and simulated
runoff from CLMS, the reservoir parametrisation outperforms simulations without lakes
for river flow, but shows a similar performance compared to the natural lake scheme. This
could be attributed to biases in inflow seasonality and amount, originating from the CLM5
runoff and detail of the river network.

Overall, this thesis advances the current understanding on the role of reservoirs in the
changing climate and provides important steps towards better representing human water
management in Earth system models. Globally, the effects of reservoir expansion on the
global climate are small, but locally the influence can be substantial. Future work may build
on this research by coupling the routing model mizuRoute into the CESM framework, and
thereby represent a two-way coupling between land surface processes and surface water
transport. Finally, this study is a direct contribution towards the next generation of Earth
system models that fully integrate human management and climate change scenarios to
investigate potential mitigation and adaptation strategies.



Samenvatting

Mensen spelen een belangrijke rol in de wereldwijde waterhuishouding. Dammen en de
stuwmeren die gevormd worden door het afdammen van rivieren en meren zijn hier een be-
langrijk voorbeeld van. Wereldwijd werden in de afgelopen decennia meer dan 45 000 grote
dammen gebouwd voor irrigatie, wateropslag, het controleren van overstromingen en het
opwekken van elektriciteit. De stuwmeren hebben een grote invloed op de waterkringloop
omdat ze de waterbeschikbaarheid en de regionale weersomstandigheden wijzigen. Tot
op heden is er echter maar weinig geweten over de rol van stuwmeren in het klimaat.
Bovendien houdt de huidige generatie klimaatmodellen geen rekening met de specifieke
rol van stuwmeren. Deze doctoraatsthesis beoogt de interacties tussen stuwmeren en het
aardsysteem en de klimaatverandering te ontrafelen op lokale, regionale en wereldwijde
schaal. Door zowel de bouw van stuwmeren en de daaropvolgende toename in wateropper-
vlak, en de stroomregulatie door dammen te implementeren in het globaal klimaatmodel
Community Earth System Model (CESM), verbeteren we de simulatie van de hedendaagse
watercyclus en kwantificeren we de effecten op het hedendaags klimaat.

Ten eerste kwantificeren we de mogelijke gevolgen van klimaatsverandering en dambe-
heer voor de toekomstige evolutie van het niveau van het Victoriameer in Oost-Afrika. Het
Victoriameer is het tweede grootste zoetwatermeer op aarde en de bron van de Witte Nijl,
die gecontroleerd wordt door een dammencomplex. Sommige regionale klimaatmodellen
voorspellen een afname in neerslag boven het meer, terwijl de verdamping toeneemt. Door
een waterbalansmodel te voeden met regionale klimaatsimulaties uit het Coordinated Re-
gional Climate Downscaling Experiment, wordt de evolutie van het waterniveau voorspeld
met verschillende emissie- en dambeheerscenario’s. De resultaten tonen aan dat de water-
regulatie aan de dam de belangrijkste factor is om het meerniveau op pijl te houden, on-
danks de grote onzekerheden in klimaatprojecties voor neerslag, verdamping en instroom
in het meer. Deze lokale studie dient daarom als een voorbeeld om het belang van dambe-
heer voor rivierdebieten en waterhuishouding te benadrukken.

In het volgende hoofdstuk zoomen we uit naar de wereldwijde schaal, waarbij we de eerste
schatting maken van de wereldwijde hitte-opslag van binnenwateren. Het kwantificeren
van de verschillende componenten van de warmte-inventaris is belangrijk om de reactie
van het aardsysteem op de antropogene broeikasgasforcering te begrijpen. We kwantifi-
ceren daarom de hoeveelheid energie die sinds 1900 opgeslagen werd in natuurlijke meren,
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stuwmeren en rivieren op basis van globale meer-, hydrologische- en klimaatmodellen. In
totaal is er in deze periode 2.6 - 10%° J opgenomen door binnenwateren, wat overeenkomt
met 3.6% van de totale continentale hitte-opslag. De meeste energie wordt gebruikt om
natuurlijke meren op te warmen (111.7%), gevolgd door stuwmeren (2.3%). Rivieren ken-
nen een negatieve hitte-opslag, voornamelijk door afnemende watervolumes. Verder tonen
de resultaten aan dat door de bouw van stuwmeren er een herverdeling van warmte van de
oceaan naar het land heeft plaatsgevonden. Daarbij is er een groot bijkomend potentieel
voor hitteopslag op land gecreéerd, mede door de hoge warmtecapaciteit van water.

Vervolgens implementeren we de bouw van dammen en de daaropvolgende creatie van
open water oppervlakken sinds 1900 in het Community Land Model (CLMS5), het land
model van CESM. Globale simulaties met CLM5 voor de 20%° eeuw tonen aan dat de
bouw van stuwmeren de water opslag op land doet toenemen en het albedo van het aar-
doppervlak doet afnemen, consistent met de toename in wateroppervlak. Bovendien blijkt
uit gekoppelde atmosfeer-land simulaties met CESM voor het huidige klimaat dat wereld-
wijd stuwmeren zowel de dagelijkse en seizoensgebonden temperatuurscyclus afvlakken
als de temperatuurextremen dempen. De impact daarvan is afhankelijk van de omvang van
de reservoirs en kan plaatselijk aanzienlijk zijn, maar de invloed op het mondiale klimaat
is beperkt.

Ten slotte implementeren en evalueren we een veelgebruikte damparametrisatie in het
globale riviermodel mizuRoute, dat aan CESM zal worden gekoppeld. Daarbij ontwikke-
len we een nieuwe irrigatie-topologie, die bepaalt welke deelbekkens in rekening worden
gebracht bij het berekenen van de vraag naar irrigatiewater aan individuele stuwmeren.
In een modeltoepassing waarin we het model aandrijven met waarnemingen van indi-
viduele stuwmeren, toont de damparametrisatie een beter resultaat in vergelijking met
een parametrisatie voor natuurlijke meren. In de mondiale setting, gebruikmakende van
een vector-gebaseerd riviernetwerk en aangedreven door de gesimuleerde afvloeiing van
CLMS, is de toegevoegde waarde van de damparametrisatie ten opzichte van de simulatie
van natuurlijke meren niet langer aanwezig. Dit kan worden toegeschreven aan fouten in de
seizoensvariaties en de hoeveelheid van de stuwmeerinstroom, die terug te leiden zijn tot de
afvloeing simulaties van CLMS5 en het detailniveau van het gevectoriseerde riviernetwerk.

Dit proefschrift verdiept het wetenschappelijk inzicht inzake de rol van stuwmeren in het
aardsysteem en in een veranderend klimaat. Daarbij levert het ook een belangrijke bijdrage
aan een betere weergave van de menselijke factor inzake waterbeheer in aardsysteemmod-
ellen. Wereldwijd zijn de effecten van stuwmeren op het klimaat klein, maar lokaal kan de
invloed substantieel zijn. Toekomstige studies kunnen verder bouwen op deze ontwikke-
lingen door het riviermodel mizuRoute te koppelen met CESM, in het bijzonder voor de
tweezijdige koppeling tussen landschapsprocessen en watertransport. Tot slot effent deze
studie de weg naar de volgende generatie aardsysteemmodellen die menselijke beheers- en
klimaatveranderingsscenario’s volledig integreren om daarmee beter potenti€le mitigatie-
en aanpassingsstrategieén te onderzoeken.
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Chapter 1

Introduction

1.1 General Background

1.1.1 Reservoirs in the hydrological cycle

The terrestrial water cycle is vital for the functioning of the Earth System and directly sup-
ports the fundamental needs of human life. Every year, humans appropriate about 24,000
km? of water, which is equivalent to half of the annual global river discharge (Abbott
et al., 2019; Rockstrom et al., 2009). Humans need freshwater for drinking and sanita-
tion purposes, and even higher quantities are used for irrigation, industry, hydroelectricity
generation and cooling of thermoelectric power plants (Schewe et al., 2014). Thereby,
water systems are altered by human activities like urbanisation, industrialisation and land
cover changes, and impacted by the effects from anthropogenic climate change (Vo6ros-
marty et al., 2010). Humans interfere directly with the hydrological cycle through altering
freshwater flows and storage by groundwater pumping, water abstraction and diversions
for irrigation and constructing dams and reservoirs (Fig. 1.1; Oki and Kanae, 2006; Wada
etal., 2014). In some regions, the impacts from human disturbances on mean annual runoff
are similar or exceeding impacts from anthropogenic climate change (global warming of
+2 K; Haddeland et al., 2014), even though the climate signal dominates river flow changes
at the global scale (Gudmundsson et al., 2021). It therefore is important to depict and rep-
resent the hydrological cycle with human interactions included, in order to highlight the
active role humans play in water scarcity and governance (Abbott et al., 2019).

The construction of dams, and the reservoirs thereby created, are one of the key compo-
nents of human interference in the terrestrial water cycle. Since the start of the 20 cen-
tury, humans have built more than 50,000 large dams worldwide (with dam height >15 m;
Lehner et al., 2011). During the 20" century, dam construction steadily rose, with a rapid
increase from the 1950s to 1980s (Fig. 1.2). These large water management infrastructures
are build for hydropower production, irrigation, flood control, water supply, navigation and
recreational purposes.
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Figure 1.1: The global water cycle with the main natural processes and human water
management practises. Figure from Pokhrel et al. (2016).

All together, they cover more than 305,000 km? of open water (Lehner et al., 2011), corre-
sponding to more than 7% of Earth’s terrestrial freshwater surface and 0.2% of global land
area (Messager et al., 2016; Mulligan et al., 2020). In total, reservoirs impound between
7,000 and 8,300 km?> of water (Chao et al., 2008), which is about one sixth of the annual
continental discharge to the oceans (Oki and Kanae, 2006). The filling of these reservoirs
slowed down global sea level rise, notably during the boom of reservoir construction and
concurrent filling in the 1970s (inset Fig. 1.2; Frederikse et al., 2020). The overall re-
duction in global sea level rise by reservoir water storage is estimated to be around 30 mm
(Chao et al., 2008).

Human-controlled reservoirs are therefore an important category of inland water bodies,
next to natural lakes, rivers and wetlands. Level and storage fluctuations of natural lakes
are governed by both variability and long-term change in climatic drivers like precipitation
and evaporation, and by basin characteristics determining the basin runoff, inflow and lake
outflow. In contrast, the storage dynamics of newly constructed reservoirs and dammed
natural lakes are not only controlled by climate and inflow variability and change, but
also by human decisions following downstream demand pressures (Nazemi and Wheater,
2015b). This leads to large impacts on downstream flow characteristics.



1.1. GENERAL BACKGROUND 3

7000

1

5000 1

3000

cumulative capacity [km

1000 +

1900 1925 1950 1975 2000

Figure 1.2: Global distribution of large reservoirs (maximum capacity > 0.1 km?)
based on GRanD (Lehner et al., 2011). Inset figure shows the cumulative reservoir ca-
pacity from 1900 to 2017.

By regulating the flow through dam operations, reservoirs have a large impact on the tim-
ing, peak and amount of natural discharge (Ddll et al., 2009). Depending on their purpose,
they alter the water availability in their immediate surroundings and further downstream
(Veldkamp et al., 2017). For example, irrigation reservoirs are operated to accumulate wa-
ter in the high-flow seasons that can be used to sustain the irrigation-fed agriculture during
the remainder of the year (Biemans et al., 2011). Today, 57% of the variability in terres-
trial surface water storage is controlled by human-managed reservoirs (Cooley et al., 2021).
This reservoir-induced seasonal storage variation corresponds to 700 km?, or 10% of the
total water stored in reservoirs worldwide (Zhou et al., 2016). Next to their influence on
seasonal fluctuations, reservoirs alter the interannual storage variability by storing water
during wet years, making it available during dry years (Hanasaki et al., 2006). Their im-
pact on flow amplitude affect flow extremes, leading to a reduced flood exposure (Boulange
etal., 2021). In addition, reservoirs could reduce drought impacts, by their capacity to store
water during wet seasons. Together with water use, their influence on droughts can be sub-
stantial, but with large regional and seasonal variations (Wanders et al., 2019). Finally,
dam construction has led to the regulation and fragmentation of large river systems (Nils-
son et al., 2005). Today, 63% of rivers worldwide longer than 1000 km are flowing into the
ocean with human imprints due to interruption or regulation (Grill et al., 2019).

Next to the clear benefits related to irrigation water supply, flood protection and hydropower
production, reservoirs also have important detrimental impacts on environmental flows,
greenhouse gas emissions, ecosystems and enhanced erosion downstream (Johnson et al.,
2021; Gillespie et al., 2015; Kondolf et al., 2014). Moreover, human decisions related to
dam management could lead to various feedbacks and could result in adverse effects, like
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increased dependency on reservoir water supply or increased vulnerabilities in response to
different hydrological extremes (Di Baldassarre et al., 2018, 2017). Still, driving factors
like population growth, economic development and the need for renewable energy sources
led to initiatives on expanding current hydropower capacity (Zarfl et al., 2014; Sterl et al.,
2020, 2021b). Likewise, the construction of more than hundreds of reservoirs are planned
worldwide (Winemiller et al., 2016; Pokhrel et al., 2018; Zarfl et al., 2014). These devel-
opments and their potential impacts are important to account for, particularly in the light of
anthropogenic climate change.

1.1.2 Reservoirs in a changing climate

Anthropogenic greenhouse gas emissions cause a radiative imbalance at the top of the
atmosphere. This results in a net energy gain for the whole Earth system, which is taken
up by different components. More than 90 % of excess heat is taken up by oceans, leading
to increasing water temperatures and rising sea levels through thermal expansion (Rhein
et al., 2013; Trenberth, 2009). The remainder is used to warm up the continents, melt
sea and land ice, and to increase atmospheric temperatures and water evaporation (Von
Schuckmann et al., 2020; Beltrami, 2002). However, the amount of heat taken up by inland
waters such as lakes, reservoirs and rivers, remains unknown. Next to the process of heat
uptake, the radiative imbalance is directly driving global climate change, leading to the
alteration of precipitation patterns and the intensification of the global hydrological cycle
(Masson-Delmotte et al., 2021).

Climate change will have a large influence on global freshwater resources, ranging from
increases in extreme precipitation and floods to prolonged periods of drought, affecting
water availability and scarcity (Greve et al., 2014; Haddeland et al., 2014; Schewe et al.,
2014; Pokhrel et al., 2021). Already today, observed trends in mean and maximum river
flow are attributed to anthropogenic forcing (Gudmundsson et al., 2021) and rising lake
temperatures and shortening of lake ice cover duration can only be explained by climate
change (Grant et al., 2021). Climate change is also directly impacting reservoirs and their
water supply. For example, reservoir evaporation represent a substantial loss of available
water, which is enhanced by the creation of more open water surfaces due to dam con-
struction (Friedrich et al., 2018). As lake evaporation is projected to increase globally in
a warmer climate (Zhou et al., 2021), the interplay and relative importance of this type
of processes are important to assess future water availability and hydropower potential of
reservoirs. Moreover, reservoir inflows are influenced by climate change through alteration
of precipitation patterns, leading to deficits in water supply, which also impacts reservoir
dynamics (Wanders et al., 2019).

Next to the impacts of the overlying atmospheric processes and climate change on reser-
voirs, the presence of the reservoirs themselves could also influence the surrounding cli-
mate. Dam construction and subsequent reservoir filling changes the preexisting land cover
to an open water surface, thereby altering surface properties like albedo, surface roughness
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and atmospheric heat exchange through turbulent surface fluxes (Sterling et al., 2013). To-
gether with concurrent land use changes in the vicinity of the reservoirs (e.g. deforestation
for cropland expansion following irrigation water availability, urban expansion due to avail-
ability of water), such changes could alter the local climate. A small body of observation-
based studies exists, which suggest that large reservoirs could increase the convective avail-
able potential energy as well as specific humidity (Degu et al., 2011), and thereby influence
extreme precipitation (Hossain et al., 2010, 2012). The physical mechanisms behind these
impacts are, however, not known (Woldemichael et al., 2012). Additionally, the global-
scale impact of reservoir expansion on the present-day climate remains unknown due to the
limited spatial scope of previous studies.

1.1.3 Studying reservoirs in the Earth system: need of integrated frame-
works

Given the importance of reservoirs in the global terrestrial water cycle, it is key to ade-
quately understand their functioning in the Earth system, as well as to quantify their im-
pacts on the climate system at a global scale. Addressing these research questions, calls for
the use of holistic modeling frameworks in which all relevant processes are represented,
including components of the terrestrial hydrological cycle, human water management, at-
mospheric processes and climate change drivers, in a globally integrated way (Nazemi
and Wheater, 2015a; Pokhrel et al., 2016). In such coupled frameworks, interactions and
feedbacks between the land surface and climate are directly modelled, and land cover and
management change are represented under different scenarios and for different time pe-
riods, which allow to investigate both the physical mechanisms and spatial and temporal
extents of impacts. To date, Earth System Models (ESMs) provide this type of integrated
framework, but do generally not include accurate representations of reservoirs. They are,
however, the ideal tools to investigate the global climate impacts of reservoir expansion
and the corresponding increase in open water area, as well as the impacts of dam regulation
on streamflow characteristics, for the historical and present-day periods, and for scenar-
ios of future climate change. Such model-based assessments can aid future mitigation and
adaptation strategies linked to reservoir construction and operation to assess future water
scarcity and ensure future water availability in a changing climate.
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1.2 Modeling reservoirs in the Earth system

Different approaches exists to model reservoirs in the Earth system. Below, we outline the
major global-scale modelling frameworks. First, we provide a general description of ESMs
with a specific focus on the Community Earth System Model (CESM) and its components,
as this is the model used in this thesis. Then, we present an overview of impact models,
focused on global hydrological models and their reservoir representations.

1.2.1 Earth System Models

ESMs are key tools to study past and future evolution of Earth processes by simulating and
integrating physical, chemical and biological processes and feedbacks of the atmosphere,
ocean, land, ice, and biosphere. At their core, ESMs represent the climate by simulating
atmospheric and ocean processes using mathematical equations based on physics. They
advance their predecessors, the General Circulation Models (GCMs), by representing the
global carbon cycle, atmospheric and ocean biochemistry, dynamic vegetation and con-
tinental ice sheets in a single, consistent modeling framework (Bonan and Doney, 2018).
Therefore, ESMs are able to better simulate human influence on the climate, by interlinking
all components defining Earths climate. Due to their global extent and large computational
cost, ESMs mostly use coarser resolutions of typically ~100 km. To provide more details
on regional and meso-scale processes, they can be dynamically downscaled with Regional
Climate Models (RCMs, Giorgi et al., 2009).

The terrestrial water cycle is represented by the land component of ESMs, the Land Sur-
face Models (LSMs). These models simulate water and energy exchanges between the
surface and atmosphere, and represent the energy, water, carbon and nitrogen cycles (Fig.
1.3). Originally developed to provide the boundary condition for atmospheric processes of
GCMs, land models are now advanced tools with detailed representations of vegetation and
soil processes including two-way feedbacks with the atmosphere, like plant responses to
changes in temperature, precipitation and CO, concentration. While natural components
of the hydrological cycle, like snow dynamics, evaporation and soil hydrology are gen-
erally well represented in land models, the inclusion of human interventions in the water
cycle remains limited (Pokhrel et al., 2016). Past efforts aimed to address this limitation by
advancing implementations of irrigation practises, crop growth, groundwater abstractions
and human water use (e.g. De Vrese et al., 2016; Sacks et al., 2008; Thiery et al., 2017;
Lombardozzi et al., 2020; Pokhrel et al., 2015; Zhou et al., 2020; Yokohata et al., 2020;
Felfelani et al., 2020). Very recently, water management modules have been coupled to the
E3SM and MIROC ESMs (Zhou et al., 2020; Yokohata et al., 2020).

In this thesis, we use the Community Earth System Model version 2 (CESM2; Danaba-
soglu et al., 2020). CESM2 is a fully-coupled, state-of-the art ESM, which contributed
simulations to the Coupled Model Intercomparison Project phase 6 (CMIP6; Eyring et al.,
2016). It simulates the Earth system using ocean, atmosphere, land, sea-ice, land-ice,
river and wave models, of which continuously communicate states and fluxes to each other
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through a coupler. CESM2 is an open-source community model hosted at the National Cen-
ter for Atmospheric Research (NCAR) and is actively developed by a large international
research community including universities and research institutions (Danabasoglu et al.,
2020). CESM2 includes two atmosphere models, the Community Atmosphere Model Ver-
sion 6 (CAM6), with ‘low-top’ atmosphere, and the Whole Atmosphere Community Cli-
mate Model Version 6 (WACCMS6), with better stratosphere representation and advanced
atmospheric chemistry (‘high-top’ atmosphere).

The ocean is solved by the Parallel Ocean Program Version 2 (POP2) and sea ice us-
ing CICE, while land ice is modelled with the Community Ice Sheet Model Version 2.1
(CISM2.1). State and flux exchanges between the components are controlled by the Com-
mon Infrastructure for Modeling the Earth (CIME), which serves both as the coupler and
as the infrastructure to build and run the model (Danabasoglu et al., 2020).

Figure 1.3: Terrestrial processes simulated by CLMS5. Figure from Lawrence et al.
(2019a).
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In CESM, land processes are solved by the Community Land Model version 5 (CLMS;
Lawrence et al., 2019a), an advanced LSM representing the physical, chemical and bio-
logical processes related to terrestrial ecosystems and climate in a variety of spatial and
temporal scales (Fig. 1.3). Surface heterogeneity is accounted for by a nested tile ap-
proach, in which each grid cell is subdivided in different land units, representing natural
vegetation, crops, lakes, glaciers and urban areas (Fig. 1.4). The default version of CLM5
has the functionality of modeling land use and land management change through altering
grid cell fractions of different land units, with the possibility of accounting for transitions
between natural vegetation, crop and glacier land units, while conserving total grid cell
mass and energy. In the standard configuration, land cover and land use data are prescribed
to CLMS based on past and future land use available from the Land Use Harmonization 2
dataset (LUH2; Hurtt et al., 2020).

River routing, the process of over-land water transport to the ocean through rivers, is mod-
eled as a separate component in the coupled CESM framework, but is linked to CLM as it
directly receives surface runoff from CLM as input. The default river routing component in
the release version of CESM2 is the Model for Scale Adaptive River Transport (MOSART;
Li et al., 2013). Within a grid cell, MOSART first routes overland flow along hillslopes
before entering it in the tributary stream network, where it confluences with the unrouted
subsurface runoff. Within each grid cell, all tributaries are treated together. The flow from
the tributary stream enters the main channel, which receives water from the upstream cell(s)
and discharges it to the downstream grid cell or to the ocean.

In the upcoming release of CLM and CESM, however, MOSART will be replaced by
the vector-based routing model mizuRoute, of which the name refers to mizu, which is
Japanese for water, and the first part of the main developers’ surname (Mizukami et al.,
2016). MizuRoute is a stand-alone routing tool to estimate spatially distributed river flow
along the stream network based on spatially distributed runoff provided by hydrological or
land models. To this end, the model first routes the basin runoff from the hillslopes with
a gamma distribution shaped unit-hydrograph. In a second step, mizuRoute routes the wa-
ter downstream along the river network, either with an impulse response function (IRF) or
a kinematic wave tracking routing technique (Mizukami et al., 2016). The runoff of the
land surface or hydrological model is remapped from its original spatial unit (e.g. grid
cells) using areal weighted averages. In its global configuration, the model has the ability
use parallel computing units, due to a hierarchical spatial decomposition subdividing the
stream network into hydrologically independent subbasins (Mizukami et al., 2021). Lakes
in mizuRoute are modeled as integral parts of the stream network (Gharari et al., 2022).
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Figure 1.4: The CLMS5 subgrid hierarchy. The upper right box shows an example sub-
grid distribution in landunits: lake (L), glacier (G), urban (U) different vegetation (V)
plant functional types (PFTs) and crop (C) with rainfed (Rnfd) and irrigated crops (Irr).
Figure from Lawrence et al. (2019a).

In CLMS, many efforts are directed towards improving the hydrological processes of the
natural water cycle (Clark et al., 2015). This resulted in a better representation of ground-
water schemes (Swenson and Lawrence, 2015), updates in soil hydrology (Swenson and
Lawrence, 2012), more realistic snow due to a fresh snow density parametrisation (Lawrence
et al., 2019a), the explicit modeling of plant hydraulics through leaves, stems and roots
(Kennedy et al., 2019) and an updated lake model including snow and ice physics and im-
proved parametrisation of lake surface properties (Subin et al., 2012c). In contrast, less
attention has been given to incorporating human activities in the water cycle. Recent ef-
forts implemented irrigation (Sacks et al., 2008; Thiery et al., 2015; Yao et al., 2022) and
groundwater abstractions (Felfelani et al., 2020), but representations of reservoirs and their
effect on river flow, as well as and human water withdrawal for domestic and industrial
use, are currently not included in CLMS5 and MOSART (Pokhrel et al., 2015; Nazemi and
Wheater, 2015a).
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1.2.2 Impact Models

Next to ESMs with their land and river components, which are designed to represent the
Earth system in a holistic framework accounting for feedbacks and interdependencies be-
tween the different components, there is another modelling approach targeted to modeling
specific impacts or sectors. These impact models are typically highly specialized, process-
based models. In hydrology for example, large-scale water resource assessments are con-
ducted using models with different complexities, ranging from simple water balance mod-
els, catchment-scale hydrological models, water management models to global hydrologi-
cal models representing the global terrestrial water cycle (Sood and Smakhtin, 2015; Telteu
etal., 2021).

The different ranges of complexity, types of impacts modeled, model set-up and forcing
make it difficult to combine and compare individual impact models across different sec-
tors. To overcome this hurdle, the Inter-Sectoral Impact Model Intercomparison Project
(ISIMIP) provides a simulation protocol to harmonize impact modeling efforts across dif-
ferent models and sectors (i.e. Frieler et al., 2017). The protocol includes socio-economic
and bias-corrected meteorological forcing consisting of reanalysis, historical simulations
and future climate change projections and prescribes the resolution and simulation periods
(Frieler et al., 2017). This set-up allows for model comparison, as well as aggregation of
cross-sectoral impacts (Lange et al., 2020; Thiery et al., 2021). For example, in the ISIMIP
lake sector simulations with six different lake impact models are available to estimate cli-
mate change impacts on lake temperature, ice cover and shifts in lake stratification (Grant
et al., 2021; Woolway et al., 2020). From a simulation protocol perspective, these simula-
tions are consistent with other sectors, like the simulations with global hydrological models
from the global water sector.

In contrast to the land models used in ESMs, global hydrological models typically incorpo-
rate human water management, as their main aims is to assess global freshwater availability
(Wada et al., 2017; Bierkens, 2015; Veldkamp et al., 2017; Wada et al., 2014; Droppers
et al., 2020; van Vliet et al., 2016; Déll et al., 2003; Hanasaki et al., 2008). Examples of
global hydrological models are HO8 (Hanasaki et al., 2008), PCR-GLOBWB (Van Beek
et al., 2011; Wada et al., 2014), CWatM (Burek et al., 2020), WaterGAP2 (Doll et al.,
2003) and LPJmL (Biemans et al., 2011). Seen the impact of dam operations on global
streamflow, reservoir management is well represented in large-scale hydrological models
(Telteu et al., 2021). These models serve as the main tool in various impact studies re-
lated to reservoirs, like the assessment of their impact on river flow variability (Doll et al.,
2009), their role in reducing flood exposure (Boulange et al., 2021), their impact of water
use and reservoirs on projected droughts (Wanders and Wada, 2015), the potential of global
hydropower and cooling water discharge (van Vliet et al., 2016) and to formally attribute
observed changes in streamflow to climate change rather than human water management
(Gudmundsson et al., 2021).
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Due to the large variations on operation rules and limited knowledge on dam operations
worldwide, large-scale hydrological models typically employ generic schemes to represent
reservoir regulation in relatively simple, wide-applicable procedures designed to simulate
reservoir storage and release (Pokhrel et al., 2015). Currently, a wide range of different
approaches exists (Gutenson et al., 2020; Yassin et al., 2019). According to Nazemi and
Wheater (2015a), they can broadly be categorized in three groups: optimization-based,
simulation-based and data-driven approaches.

The optimization-based approaches, mostly based on the parametrisation of Haddeland
et al. (2006), search for the optimal release for all individual reservoirs based on sev-
eral functional rules and using optimization algorithms. These approaches require prior
knowledge of inflows in the coming year to optimize the outflows, which is less favourable
in coupled frameworks (Haddeland et al., 2006; Van Beek et al., 2011). The second,
simulation-based approaches contain simplified methods like described in Wisser et al.
(2010), where release is estimated based on mean annual inflow and empirical coefficients.
The most prominent scheme in this category, however, is the parametrisation of Hanasaki
et al. (2006), where reservoir release is determined based on inflow seasonality and water
demand, particularly accounting for irrigation reservoirs. Many subsequent studies imple-
mented, adjusted and further improved this parametrisation (D61l et al., 2009; Hanasaki
et al., 2008; Biemans et al., 2011; Pokhrel et al., 2012; Voisin et al., 2013a; Droppers et al.,
2020).

The third, data-driven category covers many different approaches, which use observed
historical reservoir releases and storages to calibrate the parameters of release functions.
One approach is to determine reservoir releases based on targeted reservoir storage levels
divided in different ‘zones’ (e.g. dead, conservation, flood control and emergency stor-
age) and piece-wise linear release functions (Burek et al., 2013; Yassin et al., 2019). Ob-
served reservoir releases and corresponding storages are used to calibrate the boundaries
of these zones. More recently, machine learning methods like neural networks and fuzzy
logic are employed to derive reservoir release curves (Coerver et al., 2018; Ehsani et al.,
2016). Another option is to employ decision tables in which reservoirs are operated follow-
ing user-specified conditions (Chawanda et al., 2020). Ultimately, the choice of reservoir
scheme highly depends on various elements, including the scientific questions asked, in-
tended purpose, domain, spatial and temporal resolutions (Turner et al., 2020). While many
data-driven approaches are essential to provide detailed information on for example release
forecasts at seasonal scales, global models with lower resolution and used for simulations
at longer timescales could benefit more from more simple, ’one-size-fits-all’ generic dam
parametrisations (Pokhrel et al., 2016).

The potential to use large-scale hydrological models to study the interactions between reser-
voirs and their surrounding climate is limited. Generally, global hydrological models are
process-based models in which vegetation and soil processes are solved in more conceptual
ways and omit the land surface energy balance (Nazemi and Wheater, 2015b). In addition,
their goal is to provide accurate river flows. To this end, model parameters are often cali-
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brated to match simulated river flow with observations. Moreover, as reservoirs are often
included in the river routing components, their interactions with soil and atmosphere are
not modeled (Pokhrel et al., 2016). Nonetheless, global hydrological models and their
well-tested reservoir representations are the ideal candidate to serve as an inspiration for
implementing human water management in the land components of ESMs.

As such, bridging between impact models and Earth System models provides unique oppor-
tunities to improve the human water management representations in ESMs. In this thesis,
we aim to use both impact model simulations from the ISIMIP initiative, and a single Earth
system model, CESM to study the role of reservoirs in the Earth system. We also aim
to advance the representation of reservoirs in a single Earth System Model, CESM, using
state-of-the art reservoir data sets and leveraging from the way reservoirs are represented
in global hydrological models. This advancement is twofold. First we aim to extend the
functionality of CLMS5 to account for changes in lake cover in order to represent the rapid
reservoir expansion of the 20" century, which allows to quantify the land-atmosphere in-
teractions resulting from these land cover changes. Second, we aim to include human
regulation in reservoir release and storage dynamics in the upcoming routing module of
CLMS5, mizuRoute. Summarized, the main objective of this thesis is to provide a solid
baseline for incorporating reservoirs in CESM2 and thereby improve the representation of
the terrestrial water cycle in fully-coupled climate models. These developments will even-
tually allow to better understand the interplay between climate change and human water
management, and the consequences for future water availability.

Before conducting global analyses however, we focus on a local case study with a single
reservoir: Lake Victoria, a natural lake controlled by two dams. Studying the interplay
between dam management, climate variability and future climate change in determining
the lake’s water level with a simple water balance model, provides a stepping stone to
explore the role of reservoirs in a global perspective. Therefore, in the following section,
the case study on Lake Victoria is introduced by providing an overview of historical lake
level variations, a description of the local water balance model and the role of different
water balance terms in determining the lake level.
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1.3 Case study: Modeling the water balance of Lake Vic-
toria!

1.3.1 Lake Victoria’s water level

Lake Victoria is the largest lake in Africa and one of the two major sources of the Nile
River, directly sustaining the 30 million people living in its Basin and the 200 000 fisher-
men operating from its shores (Semazzi, 2011) and supporting natural resources impacting
the livelihood of over 300 million people living in the Nile Basin (Semazzi, 2011). Fluc-
tuations in the water level of the lake are therefore of major importance, as a drop in lake
level may have massive implications for the ability of local communities to access water,
to collect food via fishing and to transport goods (Semazzi, 2011). Moreover, a decreased
outflow due to declining lake levels may have major consequences downstream, as the Nile
river is already under immense pressure of various competitive uses and social, political and
legislative conditions (Taye et al., 2011). In addition, lake level fluctuations also influence
the amount of outflow released by the dam and by consequence the amount of hydropower
generated and energy available in the region.

Lake level fluctuations are determined by the Water Balance (WB) of the lake. Precipita-
tion on the lake surface provides the largest part of the water input to Lake Victoria. The
rainfall in the African Great Lake region is mainly controlled by the annual migration of
the Inter-Tropical Convergence Zone (ICTZ; Nicholson, 1996), with two rainy seasons:
the long rains during March, April and May and the short rains during September, October
and November (Yang et al., 2015; Williams et al., 2015). Approximately 25 major rivers
flow from the basin into Lake Victoria, contributing to the inflow in the lake.

Water is lost by evaporation from the lake surface, which is often assumed to be constant
(Kite, 1981; Piper et al., 1986; Sene and Plinston, 1994; Tate et al., 2004; Smith and Se-
mazzi, 2014). Finally, the lake outflow is since 1951 controlled by the Nalubaale dam
complex for hydropower located at Jinja, Uganda. The outflow amounts are regulated by
the Agreed Curve, a rating curve relating lake level and outflow in natural conditions. This
dam operating rule was closely followed until 2000, when increasing power demands in
Uganda led to the construction of a second dam (called Kiira), parallel with the Nalubaale
dam (Kull, 2006). The combination of the two dams facilitated deviation from the Agreed
Curve by releasing more water (Awange et al., 2007b; Kull, 2006; Sutcliffe and Petersen,
2007).

The level of Lake Victoria fluctuated up to 3 meters over the last 65 years (Fig. 1.5). The
rapid rise in the years 1961-1964 could not be attributed to the construction of the dam
in 1951, but is linked to unusual heavy precipitation in East Africa as a similar rise is
observed in the levels of other African Great Lakes (Lake Albert, Malawi and Tanganyika)
in the early 60s (Kite, 1981).

I"This section is based on the MSc thesis of the author, published as Vanderkelen et al. (2018a).
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Figure 1.5: Lake Victoria water levels from in  Figure 1.6: Daily outflow time series com-
situ measurements from the HYDROMET surveyPiled from different data sources: monthly
(WMO, 1981) and Database for Hydrological ~ Measurements, digitzed values from Lake
Time Series of Inland Waters (DAHITI) satellite ¥ictoria Basin Commission (2006), daily

altimetry measurements (Schwatke et al., 2015). meltasurements and constant outflow at 2006-
value.

Given the high societal importance, several studies have attempted to reconstruct historical
variations in the water levels of Lake Victoria based on observations (Kite, 1981; Piper
et al., 1986; Sene and Plinston, 1994; Yin and Nicholson, 1998; Tate et al., 2004; Awange
et al., 2007a; Swenson and Wahr, 2009; Hassan and Jin, 2014). However, due to scarcity
of in-situ observations, many estimates of individual water balance terms are characterised
by substantial uncertainties, which makes that the water balance is often not closed inde-
pendently. Vanderkelen et al. (2018a) presents a water balance model for Lake Victoria,
using state-of-the-art remote sensing observations, high resolution reanalysis downscaling
and outflow values recorded at the dam. Below we provide a summary of the Vanderkelen
et al. (2018a) study, focusing on the WBM and the role of human dam management in the
recent lake level evolution. Further details on the data and methods, and an elaborated dis-
cussion and comparison to WB terms to values found in literature can be found in the paper.

1.3.2 The water balance model

The most general way to represent the water balance of Lake Victoria is given by:

dL Qin - Qout
—=P—-E+——— 1.1
7 += (1.1)

Looping over all days in the model period, each day dt the difference in lake level dL (m)
is calculated based on the daily mean precipitation on the lake P (m day™!), daily mean
evaporation of the lake E (m day'l) , inflow Q;, (m? day'l) and outflow Q. (m? day'l) on
that specific day. This difference in lake level is added to the lake level of the previous day.
In this way, a lake level time series is modelled.
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The inflow and outflow are divided by the surface area of Lake Victoria (6.83 - 10'0 m?)
to convert their values from discharge (m> day™!) to lake level changes (m day™!). In this
WBM, the baseflow is assumed to be negligible.

We use daily precipitation observations from the Precipitation Estimation from Remotely
Sensed Information using Artificial Neural Networks - Climate Data Record (PERSTANN-
CDR), which provides daily precipitation for the period 1983-2015 at a 0.25° by 0.25° spa-
tial resolution based on multi-satellite records (Ashouri et al., 2015). Lake evaporation
is assessed by using the Latent Heat Flux (LHF) output of the regional climate model
COSMO-CLM? (Davin and Seneviratne, 2012), of which the high resolution downscal-
ing (~7 km) with the ERA-Interim reanalysis provides an adequate representation of the
climate over and around the African Great Lakes (Thiery et al., 2015, 2016, 2017; Doc-
quier et al., 2016). The annual evaporation climatology is estimated from daily LHF of
the COSMO-CLM? model output for 1996-2008 and applied to each year of the obser-
vational water balance analysis period. Inflow by tributary rivers is calculated using the
Soil Conservation Service-Curve Number method (NEH4, 2004), relating daily precipita-
tion to daily runoff through the Curve Number (CN), obtained based on an empirical model
with parameters associated to land use, hydrological soil types and antecedent hydrological
conditions (see Vanderkelen et al. (2018a) for the methodological details). Finally, daily
outflow time series is complied from different data sources (Kull, 2006; Lake Victoria Basin
Commission, 2006, Fig. 1.3), as a complete time series is not publicly available and could
not be obtained. All spatial variables are remapped to a predefined model grid, containing
Lake Victoria and it’s basin at a resolution of 0.065° by 0.065° (about 7 by 7 km). The
WB model integration is performed using observational data for the period 1993-2014, a
21-year period for which all observational products are available.

1.3.3 Modelling the level of Lake Victoria

Precipitation over the lake and evaporation from the lake are the largest terms in the water
balance (Fig. 1.7). On monthly time scales, the variation in precipitation is much larger
than the variation in evaporation (7.44 mm day!' versus 1.8 mm day™!). As a consequence,
monthly variations in precipitation have a much larger influence on lake levels both by lake
precipitation and inflow than monthly variations in evaporation. However, the assumption
of a constant annual evaporation (e.g. Piper et al., 1986; Sene and Plinston, 1994; Tate
et al., 2004; Smith and Semazzi, 2014) is not completely justified, because evaporation
does have a seasonal cycle. Inflow and outflow have the same mean magnitude, but a dif-
ferent seasonal cycle (Fig. 1.7). Since inflow is directly related to precipitation, it is not
surprising that this term follows a similar seasonal variability as precipitation. The outflow
is controlled by dam operations and is nearly constant throughout the year. The outflow,
however, does change up to 266 % on inter-annual time scales (Fig. 1.6). The annual cy-
cle of the WB residual reflects bimodal variation of the precipitation and inflow term with
positive values during the two rainy seasons (Fig. 1.7).
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The annual mean values of precipitation and evaporation on the one hand, and inflow and
outflow on the other, are similar in magnitude, which is reflected in an almost perfect
symmetry when the cumulative terms are plotted for the observational period (Fig. 1.8).
Accumulated over the 1993-2014 period, lake precipitation represents 76 % and lake inflow
represents 24 % of the total input. This is more or less in line with Awange et al. (2007a)
who stated that inflow accounts for 20 % of the lake refill. The total output accumulated
over 1993 to 2014 consists for 77 % of lake evaporation and 23 % of lake outflow. The dif-
ference of the input and output terms results in lake level variations around the zero line. By
adding the initial lake level, the variations in the absolute lake levels are reflected (Fig. 1.9).

The modelled lake level follows the observed lake level very well, notably representing
the fluctuations up in 1998 and the severe drop in 2006-2007 (Fig. 1.9). From 2006, the
modelled lake level slightly underestimates the lake level. This is likely due to the outflow
values, which are not known from 2007 on, and which are set to the last known outflow
measurement. Considering the magnitude of the net input and output terms of the water
balance (Fig. 1.8), a small bias in one of these terms could lead to large variations in the
lake level. Moreover, no tuning is performed to match the WBM outcome to the observed
lake levels. Taking these elements into account, the close correspondence of the observed
and modelled lake levels is remarkable.

The severe decline in lake levels from 2004 until the end of 2005, can be attributed to a
drought combined with an enhanced dam outflow. During 2004 and 2005, the annual pre-
cipitation amount decreases with 13% compared to the mean precipitation during the whole
study period. This decrease was part of a drought occurring in the entire region, leading to
a decline in both lake levels as well as total water storage measured with Gravity Recovery
and Climate Experiment (GRACE) in three of the African Great Lakes (Lake Victoria, Tan-
ganyika and Malawi) (Hassan and Jin, 2014). When the outflow follows the Agreed Curve,
dam releases are adjusted based on the current climatological conditions. If the Agreed
Curve scenario would have been followed from 2004 until 2005, the outflow would have
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Figure 1.9: Modelled and observed lake levels from DAHITI satellite altimetry measure-
ments.

been 59 km?, instead of the observed 78 km?. Consequently, the lake level would have
declined by only 0.35 m rather than the recorded 0.69 m. Accordingly, 52 % of the decline
can be attributed to a drought over Lake Victoria and its basin. The remaining 48 % of lake
level decline can be attributed to an enhanced dam outflow compared to the Agreed Curve
protocol, as it is the only WB term that can be altered by human management. Kull (2006)
did a similar analysis and found an average contribution of 55% of increased dam outflow
to the lake level changes in 2004 and 2005. Also Sutcliffe and Petersen (2007) concluded
that the measured lake level fall during the years 2000 to 2006 is about half due to over
abstraction of lake outflow.

Water level fluctuations of Lake Victoria are controlled by both climatic conditions and
human dam management, which makes the lake a hydropower reservoir. Variability in pre-
cipitation over the lake and basin is the main cause of seasonal and inter-annual lake level
fluctuations, and these natural fluctuations are accounted for in the human-controlled out-
flow through the Agreed Curve. Still, the lake level evolution shows to be very sensitive to
man-made decisions at the dam, as shown by the 2004-2005 lake level drop.

Here, the WB of Lake Victoria is modelled based on spatio-temporal data and indepen-
dently from lake level observations. A major advantage of this approach is that it is now
possible to force the WBM with climate simulations for the future, which show a decrease
in annual precipitation amounts over Lake Victoria (Souverijns et al., 2016). Currently,
there is no information on future projections of Lake Victoria’s water level. Such projec-
tions are, however, relevant given the high societal importance of the future behaviour of
the water levels. Changes in the water levels can have far reaching consequences for the
people living in the basin, water availability downstream in the Nile Basin and for estimat-
ing the future potential for hydropower generation.
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1.4 Research aims

This thesis aims to advance our understanding of reservoirs in the climate system both from
a climate impact as well as from a coupled Earth system perspective. To better understand
impacts on the global scale, we first focus on Lake Victoria, a single reservoir in a local case
study. In addition to assessing climate impacts on reservoirs, this thesis aims to advance
the representation of reservoirs in CESM2 by including reservoir construction and flow
regulation in CLM and mizuRoute, CESM’s land and river components, respectively. These
overarching research objectives are translated into four separate research goals:

1. Project the future levels of Lake Victoria under different emission and dam
management scenarios. The combination of the water balance model specifically
designed for Lake Victoria (section 1.3) and future projections from the CORDEX-
Africa ensemble allow to assess the future evolution of the lake level [Chapter 2].

2. Quantify the global heat uptake by inland waters. Thanks to consistent global
lake and hydrological model ensembles, made available through the ISIMIP frame-
work, it is now possible to quantify the hereto unknown amount of energy gained by
natural lakes, reservoirs and rivers [Chapter 3].

3. Assess the impact of 20" century global reservoir expansion on the present-
day climate. Recent advancements on global linked global datasets of lakes and
reservoirs now enable to prescribe reservoir expansion in CLM as growing lakes.
We implement dynamically changing lakes in CLM accounting for mass and energy
conservation. This added model functionality allows to conduct land-only and cou-
pled simulations, to estimate the effects of the newly created open water surfaces on
the climate [Chapter 4].

4. Implement and evaluate reservoir regulation in the river routing model mizuRoute.
To represent reservoir regulation in the coupled CESM framework, we integrate an
existing reservoir parametrisation in CESM’s new river routing model mizuRoute
and evaluate its performance both in a local and global configuration [Chapter 5].
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1.5 Outline of the thesis

This doctoral thesis is organized based on a series of international peer-reviewed journal
articles, which are all published (see page 223 for an overview). The thesis is structured as
follows:

In chapter 2, we investigate the impact of climate change and human dam management
on the future water level of Lake Victoria. The chapter thereby elaborates the case study
on Lake Victoria’s water levels by using the water balance model described in section 1.3.
Using regional climate model simulations from the CORDEX ensemble, future lake levels
are projected along three emission scenarios and four idealized management scenarios.

In chapter 3, simulations from the ISIMIP initiative are used to quantify — for the first time
— the amount of energy taken up by inland waters. To this end, lake temperature simu-
lations from three global lake models forced with climatic information from 4 ESMs are
linked with global lake and reservoir distributions to quantify the heat uptake due to warm-
ing waters, as well as the heat redistribution due to reservoir construction and associated
water trapping on land. In addition, two simulations from global hydrological models are
combined with a river temperature parametrisation to quantify global river heat uptake.

In chapter 4, the impact of historical global reservoir expansion on the present-day climate
is assessed. Reservoir construction is implemented in CLM by allowing for dynamically
changing lake area, while conserving water and heat, and prescribing expanding lake area
by a combining a global-scale lake and reservoir dataset that incorporates the reservoir
construction years. Subsequently, transient land-only simulations with and without reser-
voir expansion are conducted for the 20™ century to uncover the effect on terrestrial water
storage and albedo. In addition, coupled atmosphere-land simulations with and without
reservoirs are conducted to investigate the impacts of reservoirs on the present-day climate.

Chapter 5 describes the implementation of a widely used reservoir parametrisation scheme
in the global routing model mizuRoute to represent reservoir operations. The reservoir
scheme is evaluated both in a local set-up for individual reservoirs, using observed reser-
voir inflows as input, and in a global set-up in which the water is routed over the river
network using simulated runoff from CLM. Next to the evaluation based on inflow, outflow
and storage of individual reservoirs, the global reservoir simulation is compared to a simu-
lation without lakes for their skill in representing streamflow indices worldwide.

The key findings of this doctoral research are summarized in chapter 6, as well as potential
avenues for future research. During the doctoral studies, the author conducted an additional
study on deriving meteorological forcing for ecosystem experiments. This paper is not part
of the main doctoral thesis, but is included in the appendix.
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Chapter 2

Projecting the future levels of
Lake Victoria

Lake Victoria, the second largest freshwater lake in the world, is one of the major sources of the Nile
River. The outlet to the Nile is controlled by two hydropower dams of which the allowed discharge
is dictated by the Agreed Curve, an equation relating outflow to lake level. Some regional climate
models project a decrease of precipitation and an increase of evaporation over Lake Victoria, with
potential important implications for its water balance and resulting level. Yet, little is known about
the potential consequences of climate change for the water balance of Lake Victoria. In this chapter,
we feed a new water balance model for Lake Victoria presented in section 1.3 (Vanderkelen et al.,
2018a) with climate simulations available through the Coordinated Regional Climate Downscaling
Experiment (CORDEX) Africa framework. Our results reveal that most regional climate models are
not capable of giving a realistic representation of the water balance of Lake Victoria and therefore
require bias correction. For two emission scenarios (RCP 4.5 and 8.5), the decrease in precipitation
over the lake and an increase in evaporation are compensated by an increase in basin precipitation
leading to more inflow. The future lake level projections show that the dam management scenario
and not the emission scenario is the main controlling factor of the future water level evolution. More-
over, inter-model uncertainties are larger than emission scenario uncertainties. The comparison
of four idealized future management scenarios pursuing certain policy objectives (electricity gen-
eration, navigation reliability and environmental conservation) uncovers that the only sustainable
management scenario is mimicking natural lake level fluctuations by regulating outflow according to
the Agreed Curve. The associated outflow encompasses however ranges from 14 m’ day™' (-85%)
10 200 m? day™ (+100%) within this ensemble, highlighting that future hydropower generation and
downstream water availability may strongly change in the next decades even if dam management
adheres to he Agreed Curve. Our results overall underline that managing the dam according to the
Agreed Curve is a key prerequisite for sustainable future lake levels, but that under this management
scenario, climate change might potentially induce profound changes in lake level and outflow volume.

This chapter is published as: Vanderkelen I., van Lipzig N.P.M., Thiery W. (2018) Modelling the
water balance of Lake Victoria (East Africa), part 2: future projections. Hydrology and Earth System
Sciences, 22, 5527-2249.
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2.1 Introduction

Lake Victoria is directly sustaining 30 million people living in its basin and 200 000 fish-
ermen operating from its shores. Therefore, the water level fluctuations of the lake are of
major importance. Declining water levels may affect the local communities by their ability
to access water, to fish and to transport goods (Semazzi, 2011). Further downstream, the
livelihood of about 300 million people in the Nile Basin is supported by the natural re-
sources of Lake Victoria, as it is one of the two major sources of the Nile (Semazzi, 2011).
Originating from Lake Victoria, the White Nile provides a more constant flow during the
year, providing 70 to 90% of the total Nile discharge during the dry season in the Ethiopian
highlands, where the second major source is located (Di Baldassarre et al., 2011). A drop
in the water level could imply a decreasing outflow, which may have major implications
downstream in the Nile Basin. The countries of the Nile Basin require sufficient water re-
sources for their future development and welbeing, considering the population growth and
economic development (Deconinck, 2009; Taye et al., 2011). Consequently, there are a lot
of tensions between countries in the Nile Basin. The outflow of the lake is controlled by the
Nalubaale and Kiira dams for hydropower generation, located in Jinja (Fig. 2.1). Human
strategies towards regulating the outflow might therefore play a crucial role in the down-
stream Nile Basin water resources and associated political tensions. This will be even more
relevant in the light of climate change, where water will become an even more important
resource, both around the lake and downstream in the Nile Basin (Taye et al., 2011). While
the released outflow affects the lake level, climate-driven lake level fluctuations also influ-
ence the outflow volume released by the dam. The hydropower potential, and thus energy
availability in the region therefore strongly depends on the interplay between outflow and
lake levels. Information on the future evolution of the levels and outflow volumes of Lake
Victoria is thus vital for future generations living along its coasts.

The water levels of Lake Victoria are determined by the Water Balance (WB) of the lake,
consisting of precipitation on the lake, lake evaporation, inflow by tributary rivers and dam
outflow. Since the construction of the dam complex in 1954, a rating curve called the
"Agreed Curve" was established relating the lake level and outflow in natural conditions
(Sene, 2000):

Qous = 66.3(L—7.96)>"! (2.1)

In this equation, the dam outflow Q,,, (m> day™) is calculated based on the lake level, L
(m), as directly measured at the dam. The Agreed Curve can be used to calculate outflow
volumes based on lake levels which lie in the historical observed range going from 10 to
13.5 measured at the dam (Sutcliffe and Parks, 1999).
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Figure 2.1: Map of Lake Victoria and its basin with surface heights from the Shuttle
Radar Topography Mission (SRTM).

The climate in East Africa experiences large interannual variability in precipitation (Nichol-
son, 2017). The region is a hotspot for climate change, as it is very likely that climate
change will have a major influence on precipitation (Nicholson, 2017; Kent et al., 2015;
Otieno and Anyah, 2013; Souverijns et al., 2016). Precipitation over the Lake Victoria
Basin (LVB) experiences a seasonal cycle with two main rainfall seasons: the long rains in
March, April and May and the short rains in September, October and November (Williams
et al., 2015). In the last decades, the long rain seasons in East Africa have experienced
a series of dry anomalies (Lyon and Dewitt, 2012; Rowell et al., 2015; Souverijns et al.,
2016; Nicholson, 2016, 2017; Thiery et al., 2016), while there was no trend observed for
the short rains due to a large year-to-year variability (Rowell et al., 2015). This drying trend
of the long rains is in contrast with climate model projections for the upcoming decades,
projecting an increase in precipitation over East Africa (Otieno and Anyah, 2013; Kent
et al., 2015). This apparent contradiction has been called the East African climate paradox
of which the causes remain unclear (Rowell et al., 2015). To find explanations Rowell et al.
(2015) stated that more research is needed on the reliability of climate projections over
East Africa, to the attribution of changing anthropogenic aerosol emissions and to the role
of natural variability in recent droughts. However, Philip et al. (2017) found that the severe
drought in northern and central Ethiopia in 2015 is attributable to natural variability and
therefore conclude that there is no paradox for this type of events.
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Future climate simulations with Regional Climate Models (RCMs) project a decreasing
mean precipitation and an increasing evaporation over Lake Victoria (Thiery et al., 2016;
Souverijns et al., 2016). Compared to Global Climate Models (GCMs), RCMs have a high
spatial resolution and are therefore able to represent regional and local scale forcings (Kim
et al., 2014; Giorgi et al., 2009). In East-Africa, accounting for local variations in topogra-
phy, vegetation, lakes, soils and coastlines is of major importance, as these variations have
a significant effect on the regional climate. Over the LVB, models with sufficiently high
resolution are needed to reproduce key circulation features such as the lake-land breeze
system (Williams et al., 2015). High resolution (~7km grid spacing) coupled lake-land-
atmosphere climate simulations for the African Great Lakes region with the Consortium
for Small-Scale Modelling in climate mode (COSMO-CLM?) regional climate model were
therefore performed by Thiery et al. (2015). These simulations outperform state-of-the-art
regional climate simulations for Africa conducted at ~50km grid spacing, because of the
coupling to land surface and lake models and enhanced model resolution, which allows a
better representation of the fine-scale circulation and precipitation patterns (Thiery et al.,
2015, 2016).

At the moment, almost no research is dedicated to the potential consequences of climate
change for the WB of Lake Victoria. This is remarkable, since the evolution of the future
levels of lake Victoria is vital information for the future generations living on its coasts.
Tate et al. (2004) used simulations with one fully coupled GCM to model future fluctu-
ations of the lake level. Model disparities were however very high over East-Africa and
the GCM was not capable to sufficiently model precipitation over the African Great Lakes
(Tate et al., 2004). Therefore, the results from Tate et al. (2004) serve as an illustration of
the sensitivity of lake levels and outflows to climate change scenarios, rather than as an ac-
tual lake level projection. Recently, high resolution ensemble climate projections became
available for Africa through the Coordinated Regional Climate Downscaling Experiment
(CORDEX; Nikulin et al., 2012). Operating at 0.44° (~50 km) horizontal resolution, these
models attempt to resolve the lake and its mesoscale circulation. When these simulations
are used as input for a water balance model (WBM) for Lake Victoria, future lake level
projections can be generated. The ensemble approach ensures that the model spread incor-
porates uncertainties associated with individual model deficiencies, concentration pathways
and natural variability.

Here, we use the WBM constructed in (Vanderkelen et al., 2018a) (see section 1.3) and
drive it with climate simulations from the CORDEX over the Africa domain from 1950 to
2100. First, we assess the ability of regional climate models from the CORDEX ensemble
to reproduce the historical lake level of Lake Victoria. Based on this analysis it appears
that it is not possible to use a subset of models for which the WB closes. Therefore, a bias
correction based on observations is applied on these simulations. Last, the future evolution
of the water level of Lake Victoria under various climate change scenarios is investigated,
together with the role of different human management strategies at the outflow dams based
on three policy objectives (electricity generation, navigation reliability and environmental
conservation).
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2.2 Data and methods

2.2.1 CORDEX ensemble

In recent years, RCM downscalings of the Coupled Model Intercomparison Project Phase 5
(CMIP5) GCMs have become available through the CORDEX framework. The CORDEX-
Africa project provides simulations over the Africa domain, which includes the whole
African continent with a spatial resolution of 0.44° by 0.44° and a daily output frequency
(Nikulin et al., 2012). In CORDEX-Africa, there are currently simulations with six RCMs
available (CCLM4-8-17, CRCMS5, HIRHAMS5, RACMO22T, RCA4 and REM02009) for the
historical (1950-2005) and future period (2006-2100) under Representative Concentration
Pathways (RCPs) 2.6, 4.5 and 8.5. In the CRCM5 and RCA4 model, lakes are represented
by a one dimensional lake model FLake (Samuelsson et al., 2013; Herndndez-Diaz et al.,
2012; Martynov et al., 2012), while the other RCMs have no lake model embedded. By
using different GCMs as initial and lateral boundary conditions, there are in total 25 his-
torical model simulations, 11 simulations for RCP 2.6, 21 simulations for RCP 4.5 and 20
simulations for RCP 8.5 (see supplementary table 2.1). The use of model ensembles is
essential, because separate simulations show larger biases than ensemble means when they
are compared to the observed climate (Nikulin et al., 2012; Endris et al., 2013; Kim et al.,
2014; Davin et al., 2016). Next to the historical and RCP simulations, the CORDEX frame-
work also provides an evaluation simulation for each RCM, driven by the European Centre
for Medium-Range Weather Forecasts (ECMWF) ERA-Interim reanalysis as initial and
lateral boundary conditions for the period 1990-2008. Here we use these reanalysis down-
scaling simulations to evaluate the skill of the RCMs by comparing them with observations.

2.2.2 Water balance model

For a detailed description of the WBM used in this chapter, we refer to Vanderkelen et al.
(2018a) and section 1.3. In summary, the WB is modelled following Eq. 2.2 in which the
change in lake level per day dL/dt (m day™') is calculated based on the precipitation on
the lake P (m day™!), the evaporation from the lake £ (m day™!), the inflow from tributary
rivers Q;, (m® day™') and the dam outflow Q,,, (m> day™!) divided by the lake surface area
A (6.83- 1019 m?).

dL Qin — Qaul

i P—FE—+ 2 2.2)
First, relevant spatial variables provided by the CORDEX simulations are regridded using a
nearest neighbour remapping to the WBM grid with a resolution of 0.065°by 0.065°(about
7 by 7 km) containing Lake Victoria and its basin. P is computed by taking the daily mean
over the lake cells of the regridded CORDEX precipitation. Basin and lake cells are defined
by using masks based on lake and basin shapefiles. E is calculated from the latent heat flux
(W m2) simulated by the CORDEX models, using the latent heat of vaporization, which is
assumed to be constant at 2.5- 10° J kg™'. This term is aggregated in the same way as the
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precipitation term. The inflow term is calculated from the daily gridded basin precipitation
with the Curve Number method as described in Vanderkelen et al. (2018a) using daily basin
precipitation retrieved from the CORDEX precipitation simulations. The same land cover
classes based on the Global Land Cover 2000 data set (GLC 2000; Mayaux et al., 2003)
and the hydrological soil groups are applied to all CORDEX simulations. Note that this
approach does not account for potential influences of future land use changes on runoff.
However, the Curve Number does change based on the antecedent moisture condition for a
particular day, derived from the preceding 5-day precipitation.

First, a set of WBM integrations is conducted by driving the WBM with the six CORDEX
evaluation simulations. As these evaluation simulations are driven by ‘ideal’ boundary
conditions, this WBM simulation allows to examine the ability of the RCMs to represent
precipitation, lake evaporation, inflow and the resulting lake levels during the period when
observations for these terms are available (1990-2008). Therefore, the outflow is given by
observations too. Second, the WBM is driven by the 25 historical CORDEX simulations
for the period 1951-2005. Finally, future WBM runs are conducted following the RCP 2.6,
4.5 and 8.5 scenarios. One GCM-RCM combination is excluded from the analysis because
of inconsistencies between the historical and future simulations (see section 2.6). To be
comparable, the input terms to the transient WBM need to adhere to the same calendar.
Therefore, the number of days are adjusted in a number of historical and future CORDEX
simulations, as described in section 2.6. Finally, the WBM requires an initial lake level.
The evaluation simulations start with the observed lake level in 1990 (1135 m a.s.l.) and
the historical simulations with the observed lake level in 1950 (1133.7 m a.s.l.). For the
future simulations, the last lake level calculated by the corresponding historical simulation
is used.

2.2.3 Dam management scenarios

The evaluation WBM simulations use recorded outflow values. In the historical WBM
simulations, the outflow is calculated based on the Agreed Curve. While observed out-
flow volumes are available for the historical period, these cannot be used in the WBM as
RCMs driven by GCMs represent the general climatology and do not account for the actual
observed weather, reflected in the recorded outflow volumes. Considering the known de-
viations of water release from the Agreed Curve during the period 2000-2006 (Kull, 2006;
Vanderkelen et al., 2018a), future outflow is subject to uncertainty. Therefore, we start from
three main policy objectives concerning the environmental conservation, navigation relia-
bility and constant electricity generation to determine future dam management scenarios.
These policy objectives lead to four idealized dam management scenarios: (i) managing
outflow following the Agreed Curve, reflecting natural conditions by mimicking natural
outflow, (ii) managing outflow so that the lake level remains constant, to keep the lake ac-
cessible for fishing boats from the harbors in shallow bays, and (iii) managing outflow to
provide a constant supply of hydropower from the dams: one scenario prescribing the his-
torical mean production of hydropower and the other an elevated hydropower production,
reflecting the supply needed to meet the rising power demand in Uganda (Adeyemi and
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Asere, 2014). These scenarios are highly simplified and reflect very different management;
they were chosen to investigate the effect of extreme dam management scenarios on the
lake level fluctuations of Lake Victoria. Each scenario will thereby be applied with lake
levels constrained to their physical boundaries.

A first assumption is that future outflow starts following the Agreed Curve again. In this
Agreed Curve scenario, daily outflow is calculated following Eq. 2.1 based on the lake
level of the previous day. Lake level fluctuations are restricted to fluctuate within the his-
torical observed range (10 m to 13.5 m measured at the dam, corresponding to 1130 m to
1136.5 m a.s.l), as this is the range for which the Agreed Curve is known. If the lake level
of the previous day drops below the lower limit, the outflow is set to 0 m® day™' and if the
lake level rises above the upper limit, all additional water is discharged.

Another possibility is to manage future outflow in such a way that the lake level remains
constant and the water balance is closed. In this constant lake level scenario, daily outflow
is calculated as residual of the water balance, with the lake level kept constant at the last
known lake level, ranging between 1134.5 and 1135.2 m for the different simulations. If
the water balance is negative, there is no outflow, but the lake level is allowed to decrease.
When the water balance is positive again, the lake level is first restored to its predefined
constant height. The possible remainder from the positive water balance results then in
outflow for that day. By consequence, the lake level in this scenario is constant apart from
short negative excursions.

In the last defined scenarios, future outflow is regulated in order to provide a constant
hydropower production without interruptions while lake levels fluctuate in their physical
range. In the study of Koch et al. (2013), hydropower production of a reservoir is quantified
as

Py = Qout X hxk (23)

with Q. the outflow of the reservoir in m> day™!', P,; the electricity produced (kW), & the
water head (m) and k the efficiency factor (kN/m?®). After rearranging this equation and
adding a constraint to maximum outflow, the outflow needed to produce a firm amount of
electricity is given by

P
Qour = MIN(r;]c7caphpp) 2.4

with Capy,,, the maximum turbine flow capacity (m3/s). Lake Victoria is controlled by
both the Nalubaale and Kiira dams. As these dams operate parallel of each other, we sim-
plified the analysis by assuming only one dam regulating the outflow, with the combined
hydropower capacity of both real dams. This results in a Capy,,,, of 1150 m?/s (the average
of 1200 m3/s for Nalubaale and 1100 m3/s for Kiira; Kizza and Mugume, 2006). h is
assumed to be equal to the relative lake level, as measured at the dam. For the efficiency
factor k a value of 13.77 kN/m? is used, calculated from eq. 2 using the values for maxi-
mum turbine flow Capy,,, maximum water head (fi;,qx = 24 m) and the sum of maximum
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electricity production, 380 MW (180 MW for Nalubaale and 200 MW for the Kiira dam;
Kull, 2006). Based on this, two management scenarios providing a constant hydropower
production (HPP) are defined. The historical HPP management scenario prescribes a daily
HPP equal to the mean historical HPP (P,l = 168 MW), which is calculated using eq. 2.3
with the historical observed mean outflow (88 - 10° m3/day) and the mean relative lake level
(11,9 m). Second, in the high HPP management scenario, HPP is set equal to the electricity
produced in the year in which the outflow was maximum (P,; = 247 MW, in 1964 with an
outflow of 138-10% m? day™!).

In both the constant lake level scenario and the HPP management scenarios, we impose
physical constraints to the lake level fluctuations: the lake level should fluctuate between O
m and 26 m as measured at the dam, 1122.9 m and 1146.9 m a.s.l. (the height of the dam
is 31 m with a safety level of 7 m). Similar to the limits of the Agreed Curve, the outflow
is set to 0 m? day”! whenever the lake level drops below 1122.9 m a.s.1. and all additional
water is discharged by the sluice gates if the lake level rises above 1146.9 m a.s.l. These
are merely theoretical limits. In extreme cases, lake levels could drop under the lower limit
if there is more water evaporating than precipitating and flowing in the lake.

2.2.4 Bias correction method

In this chapter, we applied a bias correction on the three WB terms derived from the
CORDEX simulations (daily mean lake precipitation, lake evaporation and inflow). For
every historical simulation from the CORDEX ensemble, a transformation function is cal-
culated based on the WB terms from the observational WBM presented in Vanderkelen
et al. (2018a) and section 1.3. This is done for the overlapping period of 22 years ranging
from 1983 until 2005. Next, the transformation functions specific to each simulation are
applied on the full historical simulation and on the available corresponding future simu-
lations for all three RCPs. Finally, the resulting lake levels are calculated by forcing the
WBM with the bias corrected WB terms. The main assumption of bias correction is that the
bias in the RCM simulations is stationary for all scenarios (historical, RCP 2.6, 4.5 and 8.5).

WB closure is adhered with two of the 7 tested bias correction methods of the gmap pack-
age, provided in the R language by Gudmundsson et al. (2012). The first method uses a
linear parametric transformation to model the quantile-quantile relation between the ob-
served and modelled data according to

B, =a+bP, 2.5)

with B, the best estimate of P,, the distribution of the observed values, P, the modelled
values and a,b calibration parameters. An overview of the a and b parameters generated
per WB term for the different simulations can be found in supplementary table 5.1. The
second method is the non-parametric quantile mapping method and is described in section
2.6.
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2.3 Results

2.3.1 Evaluation water balance simulations

Results of the evaluation WBM runs are compared directly to the terms used in the ob-
servational WBM (Vanderkelen et al., 2018a) and section 1.3. Precipitation observations
are retrieved from the Precipitation Estimation Remotely Sensed Information using Arti-
ficial Neural Networks - Climate Data Record (PERSIANN-CDR; Ashouri et al., 2015).
Evaporation is estimated from the latent heat flux output of the high resolution reanalysis
downscaling of the COSMO-CLM? regional climate model (Thiery et al., 2015).

The modelled annual precipitation over the study area during the evaluation period (1990
- 2008) shows different spatial distributions (Fig. 2.2). Compared to the observed precip-
itation, the majority of the models (CCLM4-8-17, RACMO22T, RCA4 and REMO2009)
underestimates the amount of lake precipitation up to -79% compared to the reference.
Only HIRHAMS gives a large overestimation of precipitation over the lake of +78% com-
pared to the reference. The mean annual lake evaporation varies a lot among the models as
well (Fig. 2.3). The evaporation amount is underestimated by CCLM4-8-17, RACMO22T
and REMO2009 up to -71% compared to the reference and overestimated by HIRHAMS
and RCA4 up to +39 %. Similar conclusions can be drawn from the comparison of the
histograms of observed and simulated lake precipitation (Fig. 2.4). The difference between
the distributions is also found for inflow and the resulting lake levels. The seasonal cycles
of the water balance terms, lake precipitation, evaporation and inflow (Fig. 2.5b, c and d)
show the same over- and underestimations compared to the observed values. This indicates
that even RCMs downscaling reanalysis data still entail important precipitation and evap-
oration biases. In most cases, the biases in precipitation and evaporation result in drifting
lake levels (Fig. 2.5a). The overestimation of HIRHAMS in the precipitation term is too
large to be compensated by its overestimated evaporation term. The modelled HIRHAMS
lake levels shows therefore an unrealistic increase. The lake levels modelled with CCLM4-
8-17, RACMO22T, RCA4 and REMO2009 show a large, unrealistic drop up to 13.3 m,
which is mainly due to the underestimation of lake precipitation and inflow. Overall, only
CRCMS is able to represent the lake level within an acceptable range.
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2.3.2 Simulations with bias corrected water balance terms

As only CRCMS is able to close the WB and there are only two simulations following
RCP 4.5 with this RCM available, it is not possible to base the analysis of lake level pro-
jections on an observationally-contrained RCM ensemble. Therefore, we applied two bias
correction methods to be able to use all CORDEX simulations. After applying the linear
parametric transformation on the CORDEX evaluation simulations, the seasonal cycle of
the lake precipitation, lake evaporation and inflow term approximates the observations (Fig.
2.6). Consequently, the resulting lake levels lie within the range of observed lake levels.
As the linear parametric bias correction method provides a closed WB for all six RCMs, it
is applied on the WB terms of the historical and future CORDEX simulations. Using the
second bias correction method, with empirical quantiles, also leads to WB closure. Apply-
ing this bias correction method on the historical and future CORDEX simulations yields
similar results as the linear parametric transformation. Therefore, only results from the
linear parametric transformation are shown hereafter. Results with the empirical quantile
bias correction method are presented in the supplementary material section.

After applying the linear parametric bias correction, we quantified the future change of
the three WB terms according to the three RCP scenarios for all simulations. This is
achieved by computing the difference between the future (mean of the period 2071-2100)
and the historical (mean of the period 1971-2000) simulations (Fig. 2.7). The climate
change signal for lake precipitation differs between the simulations in every RCP scenario
(Fig 2.7a, b, ¢). For some simulations, lake precipitation demonstrates a strong decrease
(e.g. CCLM4-8-17 driven by EC-EARTH, CRCMS5 driven by CanESM2 and REM02009
driven by EC-EARTH) while other simulations show an increase (e.g. RACMO22T driven
by HadGEM2-ES and REMO2009 driven by CM5A-LR). The model simulations with a
smaller increase or decrease also vary in sign. In contrast to lake precipitation, the lake
evaporation signal is more consistent for the different simulations, with generally an in-
creasing trend (Fig. 2.7d, e and f). The future changes in the inflow term are generally
consistent as well and show an increase of inflow under all three RCP scenarios. As lake
inflow is directly related to precipitation, the increase in inflow can be attributed to the
increase of precipitation over the LVB. For all three WB terms, the width of the 95% con-
fidence intervals is larger for strong climate change signals.

The signs of the signals are broadly consistent with the signs of the original, non bias cor-
rected WB terms (see supplementary Fig. 2.11). The amplitude of the signals, however
generally decreases after applying the bias correction. This decrease is larger for the simu-
lations with the more extreme signals, with important effects on the multi-model means.
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Figure 2.6: Modelled lake levels (a), seasonal precipitation (b), evaporation (c) and inflow
(d) according to the CORDEX evaluation simulations, bias corrected using parametric
linear transformations. Note the different y-axis scales.
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Figure 2.7: Barplots showing the relative projected climate change following RCP 2.6,
4.5 and 8.5 for lake precipitation (a-c), lake evaporation (d-f) and inflow (g-i) for the
CORDEX simulations bias corrected with the linear parametric transformation. The cli-

mate change signal is defined as the mean difference between the future (2071-2100) and
the historical (1971-2000) simulations. The whiskers indicate the 95% confidence interval
of the change based on the 30-year annual difference.
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2.3.3 Future lake level and outflow projections

Lake level projections following different dam management scenarios are computed from
the CORDEX simulations, bias corrected with a linear parametric transformation (Fig.
2.8). Future lake levels according to the constant lake level scenario are not represented
in this figure, as they are constant at their 2006 level per definition. Under the historical
HPP scenario, the ensemble mean projects a lake level increase of 1.03 m for RCP 2.6, 2.2
m for RCP 8.5 and a decline of -0.36 m for RCP 4.5 in 2100, compared to the 2006 level
(Fig. 2.8a). The ensemble mean lake levels projections thereby all stay within the observed
range. The model uncertainty increases over time for three RCPs with an enveloped width
ranging up to 24 m. The uncertainty range encompasses both rising and decreasing lake
levels (e.g. up to +12 m and -12 m in 2100 under RCP 8.5). The different simulations tend
to diverge with a more or less constant ensemble mean as a result, as is shown by their inter
quartile range (supplementary Fig. 2.10). Overall, lake level projections thus encompass
large uncertainties within this management scenario. In the high HPP scenario the ensem-
ble mean projections of the three RCPs project a decrease in lake level (-3.9 m for RCP
2.6, -3.2 m for RCP 4.5 and -1.5 m for RCP 8.5; Fig. 2.8b). The model uncertainty again
increases with time for the three RCPs, consistent with the rising spread in the historical
HPP management scenario.

In the Agreed Curve scenario, the outflow is adjusted every day based on the lake level of
the previous day. In this scenario, the modelled lake levels stay within the range of the
historical fluctuations and show no clear trend (Fig. 2.8c). The seasonal cycles in lake level
are clearly visible in the ensemble mean. In 2100, the uncertainty has increased to 1.1 m
for RCP 2.6, 3.1 m for RCP 4.5 and 3.9 m for RCP 8.5. It is not surprising that the lake
level modelled with this scenario stays within the historical range, as the approximated WB
equilibrium is maintained by adjusting the outflow based on the lake level on a daily basis.
Moreover, the Agreed Curve relation between lake level and outflow is originally made to
mimic natural outflow, accounting for the natural climate variability (Sene, 2000).

The outflow projections following the Agreed Curve scenario fluctuate around the histori-
cal observed outflow volume for RCP 2.6 and 4.5. For RCP 8.5 the model projects a slight
increase towards the end of the century, resulting in an averaged outflow volume being
6.7-10% m3 day! (+7.6 %) higher than the historical observed outflow. This increase in
outflow results from outflow volumes for some simulations that are larger than prescribed
by the Agreed Curve, as the lake level for these simulations reaches the prescribed maxi-
mum lake level and all additional water is discharged. The uncertainty of the projections
is therefore very large, ranging from 14 - 10° m? day™!' to 209 - 10 m? day™! for RCP 8.5,
whereby the latter constitutes more than double the historical observed outflow (88 - 10° m?
day™).

In the constant lake level scenario, the outflow volume varies following a spiky pattern (fig.
2.9b). Since the outflow is altered each day to maintain a constant lake level given the
precipitation, inflow and evaporation terms of that day, the outflow volume greatly varies
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on daily time scales with an average standard deviation of 172-10° m? day’!. Fig. 2.9b
therefore shows annually averaged daily outflow values. The three RCPs show no clear
trend, but uncertainties range up to 253 - 10® m? day"!. Fluctuating around a multi-model
mean of 88.9-10% m3 for RCP 2.6, 90.3-10% m? for RCP 4.5 and 95.5- 10 m® for RCP 8.5,
annual average outflow volumes are higher than historical outflow, with an average outflow
volume of 88 - 10° m? day!, measured from 1950 until 2006.

Finally, outflow volumes following the historical HPP scenario decrease slightly until roughly
2055, whereas outflow volumes following the high HPP scenario remain constant until
2055 (fig. 2.9c and d). Afterwards, the ensemble mean outflow projections start to di-
verge and uncertainties strongly increases. From this moment, most lake level projections
reach the imposed minimum or maximum levels (Sect. A.2). No outflow is released for
projections which drop to the minimum level, while all additional water is discharged for
lake levels which reach the maximum level. Consequently, with outflow volumes reaching
these extremes, it is not possible to maintain a constant hydropower supply, despite the
management scenario being designed for this aim.
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Figure 2.8: Lake level projections for the historical HPP management scenario (Pl is
168 MW) (a), the high HPP management scenario (P, is 247 MW) (b) and the Agreed
Curve scenario (c). The full line shows the ensemble means and the envelope the 5Sth -
95th percentile of the CORDEX ensemble simulations, bias corrected using the paramet-
ric linear transformation method. Note the different y-axis scale for panel c.
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Figure 2.9: Outflow projections (annual averaged) for the Agreed Curve scenario (a), the
constant lake level scenario (b), the historical HPP management scenario (c) and the high
HPP management scenario (d). The full line shows the ensemble means and the envelope
the 5th - 95th percentile of the CORDEX ensemble simulations, bias corrected using the
parametric linear transformation method.

2.4 Discussion

2.4.1 Model quality and projected changes

None of the RCMs, except for CRCMS, are able to provide reliable estimations of the
water balance terms in the LVB (Figs 2.4 and 2.5). Endris et al. (2013) found that most
RCMs simulate the main precipitation features reasonably well in East-Africa. Over the
whole CORDEX-Africa domain, all RCMs capture the main elements of the seasonal mean
precipitation distribution and its cycle, but also inhibit significant biases are present in in-
dividual models depending on season and region (Nikulin et al., 2012; Kim et al., 2014).
Here, a specific region is investigated wherein lakes act as main driving features of the re-
gional climate (Thiery et al., 2015, 2016, 2017; Docquier et al., 2016). Therefore, model
performance is primarily determined by how lakes are resolved in the models. A correct
representation of lake surface temperatures in the models is crucial to account for the lake-
climate interactions and associated mesoscale circulations (Stepanenko et al., 2013; Thiery
et al., 2014a,b). The good performance of CRCMS can be attributed to the presence of the
lake model FLake, ensuring a realistic representation of lake surface temperatures, while
the other models have no lake model embedded. The fact that RCA4, which also uses
FLake as lake model, gives no accurate representation of the water balance terms in the
LVB, is most likely due to other model biases apart from the lake model.
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Thiery et al. (2016) performed high resolution simulations (~7km grid spacing) with the
coupled land-lake-atmosphere model COSMO-CLM? under RCP 8.5 over the LVB. In
these simulations, the precipitation shows a decrease of -7.5% towards the end of the cen-
tury over the lake surfaces of the African Great Lake region, which is a higher decrease than
found in this study (-2.3%). The increase in lake evaporation following RCP 8.5 according
to Thiery et al. (2016) (+ 142 mm year™') confirms the sign of the evaporation signal of
most CORDEX simulations of this study (Fig. 2.11f). However, the effect is not visible
in the bias-corrected multimodel mean ( -0.07 mm year™!) which results from the negative
signal of three CORDEX simulations (Fig. 2.11f). While COSMO-CLM? generally out-
performs CORDEX-Africa simulations, these simulations are only available in time slices
and could therefore not be used to drive the WBM.

The decrease in lake precipitation for RCP 4.5 and 8.5 (respectively -2.5% and -2.3% is not
visible in the lake level projections following the Agreed Curve or the HPP scenarios. This
is due to the fact that the decrease in lake precipitation is largely compensated in the total
WB by the increase in lake inflow, which is determined by the increase in precipitation over
the LVB. In the bias corrected simulations using the linear parametric transformation, the
deficit in lake precipitation is compensated for 184 % (RCP 4.5) and 450 % (RCP 8.5) by
an increase in inflow. In RCP 2.6, this effect is not present.

2.4.2 Water management and climate change

The analysis reveals that the management scenario has an important influence on the future
lake levels and outflow volumes. The physical lake level constraint makes that the effect
of unsustainable management scenarios is reflected in the outflow volumes, which become
highly variable once the lake level limit is reached. In both constant HPP scenarios, var-
ious simulations reach these limits, leading to very high or almost no outflow anymore,
and a hydropower production which does not meet the goal for which it was designed. The
multi-model mean lake level projections following these management scenarios appear sus-
tainable, but are the result of averaging two branches of drifting lake levels, as illustrated
by the interquartile range being large compared to the Agreed Curve (see supplementary
fig. 2.10). Lake levels diverge towards their limits, leading to extreme situations where
the lake extent is altered substantially, causing various impacts along the shoreline, such as
reduced accessibility of fishing grounds and harbours located in shallow bays. Therefore,
the dam management scenarios aiming at constant hydropower production are not sustain-
able. Furthermore, to meet the goal of a constant lake level, the outflow volumes have to be
highly variable, which is not realistic if hydropower generation is pursued. Therefore also
the constant lake level scenario can be qualified as unsustainable.

If the released dam outflow follows the Agreed Curve, the lake level will reflect the cli-
matic conditions and it will fluctuate within its natural range. Moreover, the corresponding
outflow following the multi-model mean stays also within the observed range. However,
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the uncertainties of the outflow simulations reach up to 229% of the projected multi-model
mean, highlighting that future lake level trajectories may strongly differ even under a single
climate change realisation. This has important implications for the potential hydropower
generation and water availability downstream: while the lowest projected outflow volumes
close to zero inhibit hydropower potential and exacerbate hydrological drought in the White
Nile, increased outflow volumes could lead to more flooding downstream. Hence, strong
changes in downstream water availability may occur in the next decades even if dam man-
agers adhere to the Agreed Curve. Nevertheless, considering the multi-model mean, the
Agreed Curve scenario can be denoted as a sustainable management scenario. However,
violations against the prescribed outflow can have important consequences for the lake
levels, as shown by the observed drop in lake level in 2004-2005, which was for 48%
attributable to an enhanced dam outflow (Vanderkelen et al., 2018a) and section 1.3. In
Uganda, hydropower provides up to 90% of the electricity generated (Adeyemi and Asere,
2014). There is a rapidly growing gap between electricity supply and a rising demand, as
the electricity consumption per capita in Uganda is among the lowest in the world. The Ki-
ira and Nalubaale hydropower stations, managing Lake Victoria’s outflow, are the largest
power generators in the country (Adeyemi and Asere, 2014). The third largest capacity is
provided by the new Bujagali hydropower dam located 8 km downstream of Lake Victo-
ria. Therefore, operations at those dams will become even more important in the future. If
there are again violations against the Agreed Curve because of the increasing hydropower
demand, this may have substantial consequences for the future evolution of the lake level.
A relative stable lake level is however necessary for local water availability providing re-
sources to the 30 million people living in its basin and to the 200 000 fisherman operating
from its shores (Semazzi, 2011).

Within each management scenarios, the climate model uncertainty appears to be larger than
the uncertainty related to the emission scenario. This could be seen by the large spread
around the multi-model mean and the coinciding RCP curves and spread (Fig. 2.8 and
2.9). The spread according to the RCP 2.6 scenario is the smallest. This scenario contains
only 11 simulations, while there are 19 simulations following RCP 4.5 and 17 simulations
following RCP 8.5. The future projections provide no clear differentiation between the
three RCP scenarios, indicating that uncertainties associated with the model deficiencies
and initial conditions play a more important role. Therefore, to further refine lake level
projections presented in this study, it is of vital importance to account for model deficien-
cies and natural variability.

Apart from the large climate model uncertainties, this approach using the WB model has
some other shortcomings. First, we do not account for future land cover changes in the
inflow calculations, as a static land cover map for the year 2000 is used (Vanderkelen et al.,
2018a). Changes in land cover are however very important in future simulations, as they af-
fect the Curve Number and therefore the amount of runoff (Ryken et al., 2014). Moreover,
future changes in land use could induce changes in precipitation in tropical regions (Akker-
mans et al., 2014; Lejeune et al., 2015). Second, the employed management scenarios are
based on three simple assumptions. The management scenario exerts a major influence on
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future lake level fluctuations and future lake levels appeared to be sustainable only if the
Agreed Curve is followed. As the importance of dam management in response to rising hy-
dropower demand increases, more sophisticated management scenarios accounting for the
rising hydropower demand could be developed and examined for their ability to preserve
historical lake level fluctuations.

2.5 Conclusions

In this chapter, a water balance model developed for Lake Victoria is forced with climate
projections from the Coordinated Regional Climate Downscaling Experiment (CORDEX)
ensemble following three Representative Concentration Pathways (RCPs 2.6, 4.5 and 8.5).
Lake level fluctuations are projected up to 2100 using four different dam management sce-
narios, which emerge from three policy objectives.

This study identified the following key messages: (i) regional climate models incorporated
in the CORDEX ensemble are typically not able to reproduce Lake Victoria’s water bal-
ance, and therefore require bias correction. Applying the bias correction closes the water
balance and results in realistic simulated lake levels. (ii) The projected decrease in lake pre-
cipitation under RCP 4.5 and RCP 8.5 is compensated by an increase in lake inflow, which
is directly determined by precipitation over the Lake Victoria Basin. (iii) The choice of
management strategy will determine whether the lake level evolution remains sustainable
or not. Idealized dam management pursuing a constant hydropower production (electricity
policy objective) leads to unsustainable lake levels and outflow fluctuations. The manage-
ment scenario in which the lake level is kept constant, targeting a reliable navigation pol-
icy, leads to highly variable outflow volumes, which is not realistic in terms of hydropower
production. (iv) When outflow is managed following the Agreed Curve, mimicking natural
outflow pursuing environmental policy targets, the evolution of lake level and outflow re-
mains sustainable for most realizations. (v) The outflow projections following the Agreed
Curve however encompass large uncertainties, ranging from 14 - 10% m? day™! to 209 - 10°
m?> day™! (up to 229% of the historical observed outflow). Although the multi-model mean
projected lake levels demonstrate no clear trend, these large uncertainties show that even
if the Agreed Curve is followed, future lake levels and outflow volumes could potentially
rise or drop drastically, with profound potential implications for local hydropower potential
and downstream water availability. (vi) Next to the management scenario, we found that
climate model uncertainty (RCM-GCM combination) is larger than the uncertainty related
to the emission scenario.

Here, we provide the first indications of potential consequences of climate change for the
water level of Lake Victoria. The large biases and uncertainties present in the projections
stress the need for an adequate representation of lakes in RCMs to be able to make reliable
climate impact studies in the African Great Lakes region. Finally, the evolution of future
lake levels of Lake Victoria are primarily determined by the decisions made at the dam.
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Therefore, the dam management of Lake Victoria is of major concern to ensure the future
of the people living in the basin, the future hydropower generation and water availability
downstream.

Data and code availability

Data from the Coordinated Regional Climate Downscaling Experiment (CORDEX) Africa
framework is available at http://cordex.org/data—access/esgf/. The Water
Balance Model code is publicly available at https://github.com/VUB-HYDR/
2018_Vanderkelen_etal HESS_ab. The gqmap R-package is available on the
Comprehensive R Archive Network (https://cran.r-project.org/).
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2.6 Supplementary material

Details on used CORDEX simulations

The CORDEX ensemble simulations used in this study are listed in table 2.1. From all
available simulations, the simulation of HIRHAMS driven by EC-EARTH following RCP
4.5 is not used because it exhibits discrepancies between its historical and future simulation.
These discrepancies are nonphysical and inhibit the application of a bias correction.

Table 2.1: Overview of the different CORDEX simulations and their availability. (* data
not used because of discrepancy between historical and future simulation).

RCM Driving GCM RCP2.6 RCP45 RCPS8S
CCLM4-8-17 EC-EARTH N Y Y
CCLM4-8-17 HasGEM2-ES N Y Y
CCLM4-8-17 MPI-ESM-LR N Y Y
CCLM4-8-17 CNRM-CMS5 N Y Y
CRCM5 MPI-ESM-LR N Y N
CRCMS5 CanESM2 N Y N
HIRHAMS EC-EARTH N Y* Y
RACMO22T EC-EARTH N Y Y
RACMO22T HadGEM2-ES Y Y Y
RCA4 CanESM2 N Y Y
RCA4 EC-EARTH Y Y Y
RCA4 MIROCS Y Y Y
RCA4 HadGEM2-ES Y Y Y
RCA4 NorESM1-M Y Y Y
RCA4 GFDL-ESM2M N Y Y
RCA4 CMS5A-MR N Y Y
RCA4 CNRM-CM5 N Y Y
RCA4 MPI-ESM-LR Y Y Y
RCA4 CSIRO-Mk3-6-0 N Y Y
REMO2009 MIROCS Y N N
REMO2009 GFDL-ESM2G Y N N
REMO2009 CMS5SA-LR Y N Y
REMO2009 HadGEM2-ES Y N N
REMO2009 EC-EARTH N Y Y
REMO2009 MPI-ESM-LR Y Y Y




2.6. SUPPLEMENTARY MATERIAL 43

Correction of CORDEX ensemble members for number of days

Not all simulations from the CORDEX ensemble have the same number of days. As a
fixed number of days is a necessary condition to compare the WBM simulations, a correc-
tion was applied on the daily WB terms of some simulations.

First, simulations driven by HadGEM2-ES (CCLM4-8-17, RACMO22T, RCA4, REM02009),
have 30 day-months and only go until 2099. To account for the missing days, 5 extra days
are added for every 72 days in the year, starting after the 36th day. The index of these 5
extra days within each year are given in table 2.2. The added days are the average of the
respective WB terms during the previous and next day. In addition, we accounted for the
fact that these model simulations do not include the year 2100, by repeating the year 2099.
The simulations with HadGEM2-ES for RCP 4.5 have no december month in the year
2099. This is also the case for the HadGEM2-ES CCLM4-8-17 simulation for RCP 8.5.
In both cases, December 2099 is added by repeating the month November of the same year.

Table 2.2: Indices where extra days are added per year

Original index 36 108 180 252 324
Index of added day 37 110 183 256 329

Finally, in all simulations that do not account for leap years (RCMs driven by CanESM2,
NorESM1-M, MIROCS, GFDL-ESM2M, CM5A-MR and CSIRO-Mk3-6-0), an extra day
in the leap years is added by taking the average WB term value of the days corresponding
to the 28th of February and the 1st of March. Overall, compared to the total number of days
of the future projections (34698 days), we note that corrections on single days (up to 888
days depending on the simulations) have a little influence on the outcomes of this study.
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Inter quartile ranges of lake level projections

The interquartile range of the lake level projections (fig. 2.10) compared with their 5th and
95th percentile envelope shows a large decrease in uncertainty range for outflow following
the Agreed Curve, while the uncertainty following the HPP management scenarios knows

a smaller decrease.
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Figure 2.10: As in Fig. 2.8, but the envelope shows the inter quartile range of the

CORDEX simulations.
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Overview of the parameters used in the linear parametric transforma-

tion

Table 5.1 shows the a and b calibration parameters for the different CORDEX simulations
used in the linear parametric transformation to bias correct the lake precipitation, evapora-

tion and inflow terms of the WB.

Table 2.3: Parameters a and b of the linear parametric transformation of the WB terms for

the different CORDEX simulations (Eq. 2.5).

Lake precipitation Lake evaporation Inflow

RCM Driving GCM a (103) b a (103) b a (109 b

CCLM4-8-17 CNRM-CM5 0.65 0.350 2.30 0.476 27.0 0.257
CCLM4-8-17 EC-EARTH 1.68 0.574 2.82 0.536 38.1 0.315
CCLM4-8-17 HadGEM2-ES 1.69 0.425 2.88 0.339 47.6 0.404
CCLM4-8-17 MPI-ESM-LR 1.20 0.342 2.05 0.556 36.6 0.261
CRCMS5 MPI-ESM-LR 1.06 0.810 1.71 0.676 -16.5  0.705
CRCMS5 CanESM2 -1.54 0.850 2.86 0.655 -15.0  0.647
RACMO22T EC-EARTH -0.01 0.528 1.95 0.206 311 2.041
RACMO22T  HadGEM2-ES 0.43 1.823 2.98 0.944 -16.0  2.225
HIRHAMS5 EC-EARTH 1.04 1.630 1.59 0.424 0.90 0.730
RCA4 CanESM2 1.78 0.926 1.78 0.658 16.0 0.759
RCA4 CMS5A-MR 1.81 0.860 1.86 0.629 24.4 0.691
RCA4 CNRM-CM5 1.95 0.982 1.78 0.643 27.6 0.916
RCA4 EC-EARTH 1.64 0.794 1.66 0.706 19.0 0.657
RCA4 GFDL-ESM2M 2.04 0.878 1.73 0.699 36.8 0.652
RCA4 HadGEM2-ES 2.40 1.125 2.70 0.433 36.5 1.177
RCA4 MIROCS 1.73 0.885 2.00 0.593 23.9 0.767
RCA4 MPI-ESM-LR 1.79 0.889 1.76 0.657 21.8 0.812
RCA4 NorESM1-M 2.04 0.994 1.81 0.657 31.3 0.946
RCA4 CSIRO-MK3-6-0 1.74 1.048 1.89 0.648 229 0.971
REMO2009 HadGEM2-ES 0.16 0.425 2.90 0.241 335 0.525
REMO2009 MPI-ESM-LR 1.23 0.639 2.50 0.519 422 0.814
REMO02009 EC-EARTH 1.76 0.923 2.59 0.703 40.7 1.013
REMO2009 CMS5A-LR 0.73 0.414 2.81 0.271 19.7 0.453
REMO2009 GFDL-ESM2G 0.51 0.415 2.58 0.327 13.3 0.470
REMO02009 MIROCS 0.57 0.481 2.88 0.279 23.1 0.524
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Simulations with empirical quantiles bias correction

Next to bias correction method using a linear parametric transformation (see section 2.2.4),
WB closure was adhered with a second method which is the non-parametric quantile map-
ping method, a common approach for statistical transformation (e.g. Panofsky and Brier,
1968; Wood et al., 2004; Boé et al., 2007; ThemeBl et al., 2011; ThemeBl et al., 2012).
Following Gudmundsson et al. (2012) and Boé et al. (2007), this method uses the Cumu-
lative Density Function (CDF) based on the empirical quantiles from the observed variable
to transform the modelled variable. First, the cumulative density functions of the three WB
terms following each historical simulation in the overlapping period (the reference simula-
tions) are matched with the cumulative density function of the WB terms from the observa-
tional WBM (observations). This generates a correction function, relating the quantiles of
both distributions. Next, this correction function is used to unbias the WB term simulations
for the whole simulation period quantile by quantile (Boé et al., 2007).

When a bias correction based on empirical quantiles is used, very similar results are found
(compare Figs. 2.12, 2.13, 2.14 and 2.16). Based on this, we conclude that the bias correc-
tion methods has very little effect on the results presented.

In this study, applying a bias correction on the WB terms of the CORDEX simulations
was necessary to be able to make lake level and outflow projections, as subsetting as not
possible. RCMs are often bias corrected, as their simulations inhibit errors (Christensen
et al., 2008; Teutschbein and Seibert, 2013; Maraun et al., 2010; ThemeBl et al., 2012;
Lange, 2018). Both linear parametric transformation and the quantile mapping bias cor-
rection methods are used. The advantage of the first is the simplicity and transparency of
the method (Teutschbein and Seibert, 2013). The quantile mapping method on the other
hand, is a non-parametric method and is able to correct for errors in variability as well
(ThemeBl et al., 2011). Yet, no substantial differences could be noted between the resulting
projections of both methods, which supports that there is no single optimal way to correct
for RCM biases (ThemeBl et al., 2011). It is however important to consider the limita-
tions concerning the bias correction methods. In both methods, each WB term is corrected
independently, whereas biases may not be independent among the terms, which may be
important in the context of climate change (Boé et al., 2007). The consistency between
the variables could be preserved by using a more sophisticated method using a multivari-
ate bias correction (Cannon, 2017; Vrac and Friederichs, 2015). However, Maraun et al.
(2017) showed that bias correction could lead to improbable climate change signals and
cannot overcome large model errors.
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Figure 2.11: Barplots showing the relative projected climate change following RCP 2.6,
4.5 and 8.5 for lake precipitation (a-c), lake evaporation (d-f) and inflow (g-i) for the
CORDEX simulations without bias correction. The climate change signal is defined as
the difference between the future (2071-2100) and the historical (1971-2000) simulations.
The whiskers indicate the 95% confidence interval of the change based on the 30-year an-
nual difference.
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Figure 2.12: As in Fig. 2.6, but bias corrected using empirical quantiles.
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Figure 2.14: As in Fig. 2.8, but bias corrected using empirical quantiles.
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Figure 2.15: As in Fig. 2.10, but bias corrected using empirical quantiles.
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Chapter 3

Global heat uptake by inland
waters

Heat uptake is a key variable for understanding the Earth system response to greenhouse
gas forcing. Despite the importance of this heat budget, heat uptake by inland waters has
so far not been quantified. Here we use a unique combination of global-scale lake mod-
els, global hydrological models and Earth system models to quantify global heat uptake by
natural lakes, reservoirs and rivers. The total net heat uptake by inland waters amounts to
2.6 + 3.2-10%° J over the period 1900-2020, corresponding to 3.6% of the energy stored
on land. The overall uptake is dominated by natural lakes (111.7%), followed by reservoir
warming (2.3%). Rivers contribute negatively (-14%) due to a decreasing water volume.
The thermal energy of water stored in artificial reservoirs exceeds inland water heat uptake
by a factor ~10.4. This first quantification underlines that the heat uptake by inland waters
is relatively small, but non-negligible.

This chapter is published as: Vanderkelen I., van Lipzig N.P.M., Lawrence D. M., Droppers
B., Gosling S. N., Janssen A. B. G., Marcé R., Miiller-Schmied H., Perroud M., Pierson D.,
Pokhrel Y., Satoh Y., Schewe J., Seneviratne S. 1., Stepanenko V. M., Tan Z., Woolway R.
L., Thiery W. (2020) Global heat uptake by inland waters. Geographical Research Letters.
47(12), e2020GL087867.
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3.1 Introduction

Increasing greenhouse gas concentrations in the atmosphere cause a net heat uptake in the
Earth System. Over 90% of this extra thermal energy is stored in the oceans, causing ocean
warming and global sea level rise through thermal expansion (Rhein et al., 2013). The
most recent estimates of heat uptake are described in the Special Report on the Ocean and
Cryosphere in a Changing Climate (SROCC) by the Intergovernmental Panel on Climate
Change (IPCC). The report concludes that the ocean has taken up 4.35 4+ 0.8- 102! Jyt'! in
the upper-700 m of water and 2.25 & 0.64 - 10?! J yt'! between the depths of 700-2000 m,
respectively (averages of 1998-2017 compared to 1971-1990), and attributes this increase
to anthropogenic forcings (Bindoff et al., 2019). The remaining excess heat is taken up by
melting sea and land ice, by specific heating and water evaporation in the atmosphere and
by warming of the continents (Trenberth, 2009).

Despite the key role of heat uptake in driving Earth system response to greenhouse gas forc-
ing, currently little is known about global-scale heat uptake by inland waters. Inland waters
include natural lakes, man-made reservoirs, rivers and wetlands, with lakes covering 1.8%
of the global land area (Messager et al., 2016) and rivers 0.58% of the global non-glaciated
land area (Allen and Pavelsky, 2018). However, the abundance and total area covered by
inland waters (natural and artificial) is continuously changing (Pekel et al., 2016a). For
example, reservoir expansion following dam construction experienced a marked accelera-
tion during the 1960s and 1970s, now covering 0.2% of the global land area (Lehner et al.,
2011). Despite occupying <3% of the global land surface, inland waters play an important
role in the climate system (e.g., Subin et al., 2012b; Vanderkelen et al., 2018a; Choulga
et al., 2019) and are sentinels of climate change (e.g., Adrian et al., 2009; Schewe et al.,
2014). Compared to other types of land surfaces, water (i) has a higher specific heat capac-
ity, (ii) typically has a lower albedo, (iii) allows for radiation penetration below the surface,
and (iv) seasonally mixes warmer surface masses to deeper layers. Consequently, inland
waters are generally regarded as heat reservoirs compared to adjacent land. In addition,
lake surface temperatures have been observed to have increased rapidly in recent decades,
in some locations even faster than ambient air temperatures (O’Reilly et al., 2015; Schnei-
der and Hook, 2010).

To quantify the heat uptake by inland waters, an estimation of both the water volumes and
evolution of water temperature profiles is necessary. Water temperature observations of
lakes, reservoirs, rivers and wetlands are however sparse and spatially limited. So far, stud-
ies of energy fluxes and heat storage have been limited to individual lakes (Heiskanen et al.,
2015; Strachan et al., 2016). To overcome this, global models are developed for estimating
water temperatures on local, regional and global scales.

In this chapter, we develop the first estimate of the global-scale heat uptake by inland wa-
ters over the period 1900-2020. To this end, we combine global lake and hydrological
simulations from the Inter-Sectoral Model Intercomparison Project (ISIMIP) with a river
temperature parameterisation and spatially-explicit data sets of lake abundance, reservoir
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area expansion and lake depth. This enables us to quantify the heat uptake by natural
lakes, reservoirs and rivers. We do not consider the contribution of wetlands and flood-
plains, given their highly disperse spatial and temporal character and limited data availabil-
ity. Next, we also quantify the redistribution of heat from ocean to land due to increased
inland water storage as a result of the construction of reservoirs.

3.2 Data and methods

3.2.1 Lake and reservoir heat content

The ISIMIP initiative is a recent effort to provide consistent climate impact simulations
across different sectors which allows for the integration and comparison of global hydro-
logical and lake model simulations (Frieler et al., 2017). For lake water temperatures, we
used the global ISIMIP2b simulations from three one-dimensional lake models: the Com-
munity Land Model 4.5 (CLM4.5, Oleson et al., 2013) including the Lake, Ice, Snow and
Sediment Simulator (LISSS, Subin et al., 2012b), SIMSTRAT-UoG, a physically sophis-
ticated k-€ model (Goudsmit et al., 2002) and the Arctic Lake Biogeochemistry Model
(ALBM), a process-based lake biogeochemistry model (Tan et al., 2015, see table 3.3).
Following the ISIMIP2b protocol, simulations are performed at a 0.5° by 0.5° spatial reso-
lution using bias-adjusted atmospheric forcing data from four Earth System Models (ESMs:
GFDL-ESM2M, HadGEM2-ES, IPSL-CM5A-LR and MIROCS5). SIMSTRAT-UoG does
not represent human-influences, while CLM4.5 and ALBM assume that land use and hu-
man influences (irrigation extent, land use, population and GDP) are constant at the 2005
level. We use ESM simulations for the historical period with historical climate and green-
house gas conditions, ranging from 1900 to 2005 and Representative Concentration Path-
way 6.0 simulations for the period 2006-2020 (Frieler et al., 2017). The lake models sim-
ulate a representative lake with a constant depth in each grid cell, of which the extent is
given by the lake area fraction of that grid cell. The albedo and light attenuation coefficient
are given by the models (Table 3.3, Potes et al., 2012). Using the four climate forcings for
each lake model results in a total of 12 simulations of spatially-explicit global-scale lake
temperatures.

Global lake area distribution is given by the HydroLAKES dataset (Messager et al., 2016),
containing 1.42 million individual polygons of natural lakes. This data set is linked to the
Global Reservoir and Dam data set v. 1.3 (GRanD, Lehner et al., 2011). We convert both
HydroLAKES and GRanD polygons to lake area fraction on a 0.5° by 0.5° grid to match
the ISIMIP resolution. Reservoir construction is provided by GRanD, and changes in reser-
voir area are accounted for by creating annual lake area fraction maps, in which reservoir
areas are added in their year of construction. Natural lakes which become controlled by
a dam are categorized as ‘natural lakes’ based on information from GRanD. As GRanD
provides construction years up to 2017, we assume a constant reservoir area from 2017 to
2020. Lake and reservoir depths are obtained from the Global Lake Database v.3 (GLDB,
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Kourzeneva, 2010; Choulga et al., 2014, 2019), providing estimates of mean lake depth for
every land grid cell. This data is remapped from its original 30” (~ 1 km grid) to the 0.5°
by 0.5° resolution using bi-linear interpolation.

Annual lake heat content Q;. [J], per grid cell is calculated as

n=nlayers

Olake = Clig Alake Pliq Z T, dy

n=1

with ¢y (J kg'! K the specific heat capacity of liquid water (here taken constant at 4188
Jkg!' K1), Ajuke (m?) the lake area, py;, (kg m™) the density of liquid water (here taken at
1000 kg m™), and the sum of annual mean temperatures 7, (K) over all lake layers, where
d, (m) is the layer thickness. As the layering of each lake model is different, lake heat per
layer is rescaled by calculating the weights of the model layer depths relative to the mod-
els’ grid cell lake depth. These weights are then applied on the grid cell lake depth from
GLDB. This allows for a consistent volume computation. To also ensure a consistent lake
coverage across the different lake models, the water temperatures are spatially interpolated
to the lake coverage map derived from HydroLAKES using nearest neighbour remapping.
The Caspian Sea is included in the analysis, as this inland sea is often not accounted for
in ocean heat content estimates (e.g. Cheng et al., 2017). We define the spatial extent of
natural lakes by the lake extent in 1900. Lake ice, with a heat capacity of 2117 J kg'! K-!,
is simulated by the lake models, but not included in the analysis due to constraints in model
harmonisation. Inter-annual temperature changes of the liquid water below the ice cover is
accounted for, but changes related to snow are not.

Heat content anomalies, hereafter denoted as heat uptake, are computed relative to the av-
erage lake heat content in 1900-1929, (hereafter referred to as pre-industrial period) and
represent changes in lake and reservoir temperatures. Changes in the amount of water
stored on land by the construction of reservoirs are also taken into account, thereby as-
suming the water temperature of the constructed reservoir is given by the grid cell lake
temperature. We do not consider inter-annual variations in lake and reservoir volumes. To-
tal annual global heat uptake is calculated by summing all grid cells.

As the lake models conserve energy, the heat related to freezing and melting of ice is
included in the resulting water temperature given by the models. The relative contribution
of this term in the total heat uptake can be determined separately by calculating Q pjase (J),
the heat related to phase changes:

Qphase = Lf Adjce Pice Alake

with Ly (J kg "), the heat of fusion (3.337-10° J kg'!) and Ad;c, (m) the ice thickness.
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3.2.2 River heat content

River water mass is retrieved from the grid-scale monthly river storage (kg m?) given by
the two Global Hydrological Models from the ISIMIP 2b global water sector providing this
variable: the Minimal Advanced Treatments of Surface Interaction and Runoff (MATSIRO,
Pokhrel et al., 2015) and WaterGAP2 (Miiller Schmied et al., 2016, see table 3.3), by
multiplying with the grid cell area and taking the annual mean. Annual grid cell river water
temperatures are estimated using the global non-linear regression model of Punzet et al.
(2012) with the global coefficients and an efficiency fit of 0.87. This regression prescribes
river temperatures based on monthly gridded air temperatures, which are given by the four
different ESM forcings (GFDL-ESM2M, HadGEM2-ES, IPSL-CM5A-LR and MIROCS).
River heat content, Q. (J), is calculated as

Oriver = Clig Mriver Triver

with m,er (kg) the water storage in the grid cell rivers and 7}, (K) the river temperature.
As for lakes, river heat uptake is defined as the anomaly compared to the average river heat
content in the reference period 1900-1929 and consists of the change in temperature and
the change in water stored in the rivers. This approach uses a total of 8 ISIMIP simulations.
The set-up of the models, dictated by the ISIMIP protocol, allows the direct comparison of
the resulting lake, reservoir and river heat uptake.

3.3 Inland water heat uptake

Natural lakes have taken up 2.9 & 2.0- 10%° J (& one standard deviation of the 12 simu-
lations) averaged over the period 2011-2020, relative to pre-industrial times (1900-1929;
Table 3.1), due to an increase of lake water temperatures integrated over the lake column.
The dip in heat uptake in 1960-1978 originates from a decrease in surface temperature in
the ESM forcings associated with global dimming (Frieler et al., 2017; Wild, 2009). From
the 1980s onwards, lake heat uptake increased continuously, following the trend of increas-
ing atmospheric temperatures (Figs. 3.1a, 3.5). In the last 30 years, the mean trend in
global lake heat uptake of the model simulations is 10.2- 10'8 J yt!. The heat uptake re-
lated to melting of the ice in 1900-2020 is negligible, as it contributes only 0.004% (8.8 +
10.4- 10" J) to the total heat uptake by natural lakes.

The construction of dams and the resulting artificial reservoirs have increased global lake
volume by 3.2% (Messager et al., 2016, ; Fig. 3.4b). The steep increase in reservoir heat
uptake from the 1980s onwards stems from the combination of accelerated reservoir con-
struction, making more water on land available for warming, and regional emergence of
warming signals due to climate change during this period (Fig. 3.1b). In total, reservoirs
have taken up 5.9 & 2.7-10'® J on average in the period 2011-2020, compared to pre-
industrial times (Table 3.1).
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Global heat uptake by rivers encompasses large uncertainties and no detectable trend. In
the late 1960s the ensemble mean heat uptake shifts to overall negative heat uptake com-
pared to pre-industrial values (Fig 3.1c). Global-scale stream temperatures show a clear
positive trend, reflecting the increase in air temperatures (Fig. S3, a-d). However, global-
scale river storage is marked by large inter-annual variability for both global hydrological
models (Fig. S3, e-1), thereby effectively masking the positive temperature trend in the re-
sulting river heat uptake. River storage evolution is dictated mainly by the ESM forcing, as
differences in river storage between the four different ESM forcings are more pronounced
than between the two global hydrological models (Fig. S3). Altogether, with a heat uptake
of —0.36 & 3.2-10%° J averaged for 2011 to 2020, compared to pre-industrial times, rivers
contribute negatively to the total heat uptake by inland waters, but their contribution is ac-
companied by a large variability, as well as uncertainty originating from the spread across
climate forcings.

The total heat uptake in inland waters is thus dominated by the heat uptake of natural lakes,
accounting for 111.7% of the average total net increase by 2020, while reservoir heating
has taken up 2.3% and rivers contributed negatively with -14% in 2020, but the latter with
a large uncertainty (Fig. 3.3a).

Table 3.1: Total heat uptake and trend for the different inland water components. Heat
uptake is calculated as the average heat content of 2011-2020 relative to the reference pe-
riod 1900-1929. Uncertainties are given by the ensemble standard deviation of the used
simulations. Heat fluxes are calculated as the difference in heat uptake between 2020 and
1991, divided by the area (lake and reservoir area from HydroLAKES, and the river sur-
face area from Allen and Pavelsky, 2018). Trends in heat content in 1991-2020 are calcu-
lated using a linear regression.

Heat uptake Heat flux (1991-2020) Trend (1991-2020)
Natural lakes 2.874+2.01-10°T 0.1 40.04 Wm? 10.2-10™ JyrT
Reservoirs 0.06 £0.03-102°J  0.02 + 0.001 W m™> 0.2-10'8 Jyr!
Rivers -0.36 £1.20-10° 7 0.05 £ 0.05 W m™ 2.7-10"8 Jyr!
Total heat uptake 2.574+3.23-10°°T  0.09 £+ 0.04 W m™ 13.1-10™ J yr!
Redistribution by 26.76 £2.13-10°]  0.52+0.30 W m™ 15.2-10'8 J yr!

reservoir expansion
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Figure 3.1: Heat uptake by natural lakes (a), reservoirs (b) and rivers (c). Shown are 10-
year moving means relative to the 1900-1929 reference period. Note the different y-axis
scales. Color shades represent uncertainty range shown as the standard deviation of the
used simulations.
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Most lake heat uptake is concentrated in the major lake regions of the world. The Lauren-
tian Great Lakes, including Lakes Superior, Michigan, Huron, Erie and Ontario in central
North America make up 12.4% of global lake volume (Messager et al., 2016). These lakes
all demonstrate a steady increase in heat uptake from the 1980s onwards (Fig. 3.2b), re-
sulting in a total uptake of 2.28 & 1.64-10'° J (8.9% of global inland water heat uptake)
compared to pre-industrial times, with a trend of 6.8 - 10!7 J yt! over the last 30 years.
The spatial pattern of heat uptake is mainly dictated by the bathymetry and resulting lake
volume: the deeper Lake Michigan and Lake Superior have taken up more heat compared
to the other lakes, while the much shallower Lake Erie has the lowest heat uptake estimates
(Fig. 3.2a).

The African Great Lakes region in East Africa, consisting of Lake Victoria, Tanganyika,
Kivu, Kyoga, Albert and Edward (12.38% of global lake volume Messager et al., 2016), are
known to affect the local weather and climate conditions (Thiery et al., 2014c, 2015, 2016,
2017; Vanderkelen et al., 2018b; Van de Walle et al., 2019) and their water temperatures
are observed to be warming (Tierney et al., 2010). We find that the heat uptake is largest in
Tanganyika, the lake with the highest volume in the region (Fig. 3.2c). Overall, the African
Great Lakes show an increase in heat over the whole study period (Fig. 3.2d, a total heat
uptake of 4.04 + 1.62-10'° J, 15.7% of global inland water heat uptake). The Great
European lakes, including Lake Ladoga and Onega show a smaller increase compared to
other major lake regions, corresponding to the smaller volume of the lakes, but the lake
heat content shows a sudden increase from the 1990s (Fig. 3.2e,f; total heat uptake of 2.31
+ 1.13-10" J, 0.9% of global inland water heat uptake). The Amazon, world’s highest
discharge river, depicts no temporal trend in river heat uptake, but the uncertainty is large,
mainly owing to the diverging river mass estimations (Fig. 3.2h; heat uptake of 0.18 +
1.50-10%° J, 7% of global inland water heat uptake). Heat uptake increases towards the
river mouth, as the water volume increases (Fig. 3.2g). To summarize, the global picture
of heat uptake is confirmed at the regional scale by all model combinations.
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Figure 3.2: Heat uptake by the Laurentian Great lakes (a-b), the African Great Lakes (c-
d), the Great European Lakes (e-f), and the Amazon River (g-h). The maps represent the
average heat uptake during the 2001-2020 period with the grey colors indicating ocean
grid cells, and white colors grid cells without water. The graphs show 10-year moving
means, where the color shades represent uncertainty range shown as the standard devia-

tion of the used simulations. The reference period is 1900-1929. Note the different y-axis
scales.
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3.4 Heat redistribution due to reservoir area expansion

In the second half of the 20" century, reservoir capacity strongly increased, raising the wa-
ter volume stored on land and offsetting sea level rise by 30 mm (Chao et al., 2008; Lehner
et al., 2011; Pokhrel et al., 2012, Fig. 3.4b). This extra water stored on land does not only
increase the potential of the land surface for taking up excess atmospheric heat (Sect. 2),
but also carries energy in itself. By constructing reservoirs, humans are thus not only redis-
tributing mass from the oceans to the land, but also the thermal energy carried within this
water. This heat redistribution by reservoir expansion is growing over time, following the
increasing number of reservoirs constructed (Fig. 3.3b). During the historical period, 26.8
+ 2.1-10%0 J of heat was redistributed from ocean to land, exceeding inland water heat
uptake from climate change by a factor of ~10.4.
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Figure 3.3: Inland water heat accumulation from climate change (a) and including redis-
tribution by reservoir construction (b). Shown are 10-year moving ensemble means rela-
tive to the 1900-1929 reference period. Note the different y-axis scales.

3.5 Discussion and conclusions

Large lakes take up most heat, as they have the largest volume to warm up. The increase in
lake heat content complies with recent observations of increasing lake surface temperatures
and reported changes in mixing regimes (O’Reilly et al., 2015; Woolway and Merchant,
2019) and is robust for different lake regions. The difference between the three lake mod-
els (Fig. 3.5) could arise from differences in the structure of the models, like lake layers
and internal physics.

River heat uptake is negative in most simulations during the second half of the 20" cen-
tury. This seemingly contradictory result stems from a decrease in river storage, which
could be attributed to less precipitation or the construction of reservoirs, lowering water
flow in rivers or to drying of rivers by increased land evaporation due to global warming or
increased water use. These changes in river storage should, however, be taken with care,
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as the uncertainties are very large. In addition, no conclusions can be made about global
trends in observed streamflow, because changes in streamflow and the hydrological condi-
tions causing it, are characterized by complex spatial patterns (Gudmundsson et al., 2019;
Miiller Schmied et al., 2016).

The quantification of heat uptake facilitates comparison of the effects of climate change on
different components of the climate system. Globally, inland waters have taken up ~0.08%
of heat compared to oceans. The continental heat uptake occurs through a heat flux into
the solid surface of the lithosphere and has been estimated between 9.1 and 10.4 - 10?! J
(Beltrami, 2002; Huang, 2006) for the period 1950-2000 based on borehole temperature
observations. Estimates based on the Coupled Model Intercomparison Project Phase 5
(CMIPS) are consistently lower (1 + 5-10%' J ), mainly due to the limited depth of the
bottom boundary of the land surface schemes of the Earth system models (Cuesta-Valero
etal., 2016). Relative to the geophysical estimate reported by Beltrami (2002), the share of
inland waters is ~3.6%, while inland waters cover about ~2.58% of the global continental
area. This comparison has to be taken with care, as the borehole-based estimations of heat
uptake are only quantified until 2000 and surface air temperatures have risen at record rates
since then (Rhein et al., 2013).

The redistribution of heat by reservoir construction, is equivalent to ~38% of the land mass
heat uptake. This is mainly a transfer of water mass with its associated internal energy. As
it only increases the potential of storing extra heat on land, the redistribution has little influ-
ence on the potential heat uptake on a global scale. In particular, the warming of the water
in the created reservoirs might cause local impacts such as masking surface temperature
increase on diurnal and seasonal timescales by their buffering capacity. In addition, the
extra continental water storage by reservoir expansion could have a dampening effect on
local temperature extremes and could affect river temperatures downstream. It is therefore
important to account for reservoir expansion and resulting heat redistribution in Earth Sys-
tem Models, to increase our understanding of how reservoirs affect the climate (Pokhrel
et al., 2016; Wada et al., 2017). Capturing heat redistribution by reservoir expansion could
also increase the quality of climate change projections on regional to global scales.

There are several opportunities to refine the heat uptake calculations presented in this chap-
ter. First, the volume calculation does not account for lake hypsometry. By using average
lake depths to multiply with lake area, the resulting total lake volumes are reasonable, as
most lakes have a linear hypsometric relationship (Busker et al., 2019). This rectangu-
lar hypsometry assumption results in relatively higher weights for the deeper lake layers,
which makes our heat uptake estimates more conservative. Second, apart from reservoir
construction, the heat calculation does not account for variations in lake and reservoir vol-
umes, while changes in river storage are included. This could have important effects, es-
pecially for lakes with a high inter-annual variability. Third, variations in heat capacity
are not considered in our analysis, which could lead to a lower estimate of heat uptake as
the specific capacity of ice is lower than that of water (2117 J kg'! K*! compared to 4188
J kg'! K!, respectively). Next, variations in salinity of inland waters are not included.
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Evaluating the modeled lake heat uptake with observations from individual lakes reveals
substantial inconsistencies (see Supporting Information), which are partly due the result of
model uncertainty, but also highlight the need for constraining parameter values such as
water transparency, refining the ISIMIP simulation setup to include observed atmospheric
forcing and increasing the collection of long-term lake temperature profiles. Furthermore,
by using global lake and hydrological models driven by ESM forcings, an extra uncertainty
related to climate sensitivity is added to the calculations. Despite these limitations, this
chapter is the first step towards estimating heat uptake by inland waters.

In this chapter, we show that inland water heat uptake during the historical period is small
compared to continental heat uptake, but in line with the surface area of inland waters
relative to land. Furthermore, we highlight that by constructing reservoirs, humans have
redistributed heat from the ocean to land as well as increased the potential of storing more
heat on land, given the higher heat capacity of water compared to land. Compared to the
other components of the Earth system, this is a small term, but locally the impacts might be
large. By providing a first estimate of inland water heat uptake, this chapter provides new
advances in the quantification of the global heat budget.

Data and code availability

All ISIMIP2b simulations used are publicly available through the Earth System Grid Fed-
eration (ESGF, https://esgf-data.dkrz.de/). The HydroLAKES dataset is
available at https://www.hydrosheds.org/page/hydrolakes, GRanD at
http://globaldamwatch.org/, GLDB at http://www.lakemodel .net/
and observations from the North Temperate Lakes LTER at https://lter.limnolo
gy.wisc.edu/about/lakes. Scripts used are available at: https://github.c
om/VUB-HYDR/2020_Vanderkelen etal GRL.
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3.6 Supplementary material

This supplementary material contains a section describing the evaluation of lake heat up-
take, and 2 tables and 3 figures providing extra information on the data and model results.
In section 2, the evaluation of lake heat uptake by individual lakes is described. Table
3.3 shows the used models from the Inter-Sectoral Impact Model Intercomparison Project
phase 2b (ISIMIP2b). In Table , the observed and modelled heat uptake for the individ-
ual lakes is shown. Figure 3.4 shows maps of the input data used in the chapter: the area
fraction for natural lakes (a), reservoirs (b) and the lake depth (c). Figure 3.5 illustrate
the annual heat uptake by natural lakes for every individual simulation used in the analysis
(per lake model and ESM forcing). Finally, figure 3.4 shows the terms used in the river
heat uptake calculation and the resulting river heat uptake, all for both hydrological models
and every ESM forcing.

Evaluation of natural lake heat uptake

The quantification of heat uptake by natural lakes is evaluated by comparing heat uptake
calculated from observed temperature profiles of individual lakes to the modelled ensemble
mean heat uptake of the corresponding grid cell. The observed lake temperature profiles are
retrieved from the North Temperate Lakes US Long-Term Ecological Research Network
and include 9 lakes located in Wisconsin, USA.

First, observed heat content is calculated for every individual lake based on their lake tem-
perature profile, similar to the modeled heat content, using the following equation:

n=nlayers
Olake = Clig Plig Z T, dy,
n=1
with Quu, (J m~2) the heat content, c;;; (J kg~'K~') the specific heat capacity of liquid
water (here taken constant at 4188 J kg 'K~"), py;, (kg m~3) the density of liquid water
(here taken at 1000 kg m~3), and the sum of annual mean temperatures 7;, (K) over all
lake layers, where d,, (m) is the layer thickness. To eliminate the effect of different lake
areas, the heat content is calculated per unit area. For each individual lake, heat uptake is
calculated as the slope of the linear regression of the annual heat content over the longest
time period available in the observational data. For each lake, the modelled lake heat up-
take is derived by the heat content from the 0.5° by 0.5° grid cell in which the lake is
located. The heat uptake is calculated in the same way using the corresponding observa-
tional period from the ensemble mean. The role of lake ice is not included in the evaluation.

For most lakes, there are considerable differences between observed and modelled heat
uptake values (Table 3.2). These biases can be explained by different aspects. First, the
global lake models (ALBM, CLM4.5 and SIMSTRAT-UoG) are uncalibrated, mainly due
to a limited data availability on global scale. Second, lakes are not modeled as individual
lakes, but as one representative lake per grid cell, with the mean depth and representative
characteristics of all lakes in the grid cell. Third, the lake models are driven by a atmo-
spheric forcing coming from ESMs. These ESMs provide climatologies, which do not
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correspond to day-to-day observed atmospheric conditions due to natural variability, hin-
dering a direct comparison. In addition, to correctly capture climatologies in observations,
long observational periods are necessary. Fourth, the biases could be attributed to structural
model deficiencies in the lake models. Finally, an additional source of uncertainty is the
vertical resolution of the sampling profile of water temperature, which is different for all
lakes. The biases are a combined effect of all these factors, and can thus not all be attributed
solely to lake model uncertainty coming from model deficiencies.

Supplementary tables and figures

Table 3.2: Observed and modeled heat uptake per lake. Uncertainties are given by the
ensemble standard deviation of the used simulations.

Lake name Period Observed [Wm2] Modeled [Wn2]
Allequash Lake 1981-2014 0.003 0.003 4+ 0.0002
Big Muskellunge Lake = 1981-2008 0.039 0.001 + 0.0002
Crystal Lake 1981-2007 -0.018 0.004 £ 0.0014
Lake Mendota 1995-2014 -0.096 0.001 4 0.0007
Lake Monona 1995-2014 -0.156 0.001 4 0.0007
Sparkling Lake 1981-2014 0.223 0.003 4+ 0.0002
Toolik Lake 1998-2014 0.635 0.006 4+ 0.0015
Trout Lake 1981-2014 0.136 0.003 £ 0.0002

Lake Wingra 2001-2014 -0.039 0.001 + 0.0007
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Figure 3.4: Lake data used in the lake heat assessment: lake area fraction, based on Hy-
droLAKES ( a; Messager et al., 2016), reservoir area fraction map representing the reser-
voir expansion in the period 1900-2017, based on GRanD coupled with HydroLAKES,
inset: reservoir volume increase over time based on GRanD ( b; Lehner et al., 2011; Mes-
sager et al., 2016) and (potential) lake depth adapted from GLDB v3 (c; Choulga et al.,
2019).
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Lake models

Table 3.3: Overview of ISIMIP2b impact models used in this chapter.

# layers Lake depth

Light extinction coefficient

Albedo

Reference

CLM4.5 10 Constant at 50 m  Function of lake depth Based on zenith angle  (Subin et al., 2012b)

SIMSTRAT-UoG 1-13 GLDBv1 Funtion of Particulate Organic Matter =~ Lambert-Beer Law (Goudsmit et al., 2002)

ALBM 51 GLDBvl1 Function of lake depth Beer Law (Tan et al., 2015)
(Subin et al., 2012b)

Hydrological models Human influences Reference

MATSIRO No human influences Pokhrel et al. (2015)

WaterGAP2 Historical human influences Miiller Schmied et al. (2016)
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Figure 3.5: Annual heat uptake by natural lakes for the three different lake models
(CLM45; a-d, SIMSTRAT-UoG; e-h, ALBM; i-1) and ESM forcings (GFDL-ESM2M,
HadGEM2-ES, IPSL-CM5A-LR, MIROCS; columns). For all forcings, the years 2006-
2012 of ALBM are excluded due to model spin up. For ALBM MIROC-5 the years 1996-
1997 are additional exlcuded. Note the different y-axis scales.
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Figure 3.6: Global average river temperatures calculated with the parametrisation of (Pun-
zet et al., 2012, ;a-d), global total river mass from WaterGAP2 (e-h) from MATSIRO (i-1)
and resulting global river heat for WaterGAP2 (m-p) and MATSIRO (g-t), all per ESM

forcing.



Chapter 4

Simulating the impact of global
reservoir expansion on the
present-day climate

Reservoir expansion over the last century has largely affected downstream flow character-
istics. Yet very little is known about the impacts of reservoir expansion on the climate. Here
we implement reservoir construction in the Community Land Model by enabling dynamical
lake area changes, while conserving mass and energy. Transient global lake and reservoir
extent are prescribed from the HydroLAKES and Global Reservoir and Dam databases.
Land-only simulations covering the 20'" century with reservoir expansion enabled, high-
light increases in terrestrial water storage and decreases in albedo matching the increase
in open water area. Comparison of coupled simulations including and excluding reser-
voirs shows only limited influence of reservoirs on global temperatures and the surface
energy balance, but demonstrates substantial responses locally, in particular where reser-
voirs make up a large fraction of the grid cell. In those locations, reservoirs dampen the
diurnal temperature range by up to -1.5 K (for reservoirs covering > 15 % of the grid cell),
reduce temperature extremes and moderate the seasonal temperature cycle. This chapter
provides a first step towards a coupled representation of reservoirs in Earth System Mod-
els.

This chapter is published as: Vanderkelen, 1., Lipzig, N. P. M., Sacks, W. J., Lawrence,
D. M,, Clark, M. P, Mizukami, N., Pokhrel, Y., and Thiery, W. (2021). Simulating the
Impact of Global Reservoir Expansion on the Present-Day Climate. Journal of Geophysical
Research: Atmospheres, 126(16), €2020JD034485.
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4.1 Introduction

Humans are fundamentally altering the terrestrial water cycle by changing freshwater stor-
age and flows (Abbott et al., 2019; Rockstrom et al., 2009; Oki and Kanae, 2006). The most
important human interventions in the natural hydrological cycle include the construction of
large dams and the artificial reservoirs thereby created, groundwater pumping leading to
aquifer depletion, diverging streamflow for irrigating crops and inter-basin water transfers
(Pokhrel et al., 2016; Wada et al., 2017; Vorosmarty and Sahagian, 2000; Gleeson et al.,
2020). Since the start of the 20" century, more than 50 000 large dams have been built
(heights > 15 m) with a remarkable acceleration in dam construction in the years 1950 to
1990 (Lehner et al., 2011; Mulligan et al., 2020). Altogether, these reservoirs impound at
least 8300 km?> of water (Chao et al., 2008), which is about one-sixth of the annual conti-
nental discharge (Oki and Kanae, 2006). Filling the reservoirs slowed down the sea level
rise during the 1970s and overall reduced the global mean sea level by 30 mm (Frederikse
et al., 2020; Chao et al., 2008). Reservoir operations alter downstream flow characteristics,
like the timing and amount of streamflow (Ddll et al., 2009; Vorosmarty and Sahagian,
2000; Wisser et al., 2010; Biemans et al., 2011; Shin et al., 2019), and lead to regulation
and fragmentation of most large river systems (Grill et al., 2019; Nilsson et al., 2005).
In addition, dam construction and resulting reservoir creation changes effectively converts
land to open water, thereby affecting surface properties and evaporation rates (Grubert,
2016; Sterling et al., 2013). Moreover, with more than hundreds of reservoirs under con-
struction or planned around the world, the impacts of reservoirs will likely increase in the
future (Sterl et al., 2020; Zarfl et al., 2014; Winemiller et al., 2016; Pokhrel et al., 2018).

Despite these large influences in the terrestrial water balance, the impacts of reservoirs on
the climate remain largely unknown (Pokhrel et al., 2016; Nazemi and Wheater, 2015b;
Hossain et al., 2012). Some studies suggest that reservoirs can impact the local energy
balance and influence extreme precipitation in the vicinity of the reservoir (Degu et al.,
2011; Hossain et al., 2010, 2012). Investigating these reservoir-atmosphere interactions and
feedbacks at the global scale requires an integrated framework, like Earth System Models
(ESMs), in which land surface models (LSMs) are coupled to other Earth system compo-
nent models (Pokhrel et al., 2016; Nazemi and Wheater, 2015b).

The current generation of ESMs mostly consider a natural water cycle, without, or only
partly accounting for human water management like reservoirs, irrigation, industrial and
domestic water use and groundwater extractions. Within ESMs, terrestrial systems are rep-
resented by land surface models (LSMs), which include process-based representations of
the energy, water, and biogeochemical cycles and which require strict conservation of these
properties to avoid unphysical climate drift. Recently, advances in incorporating human
water management like irrigation and groundwater abstraction in LSMs have been made
(Sacks et al., 2008; Thiery et al., 2017; Pokhrel et al.; Leng et al., 2015; Zhou et al., 2020;
de Vrese et al., 2018; Felfelani et al., 2020). However, to our knowledge, currently none of
the LSMs embedded in state-of-the-art ESMs represent the temporal dynamics of reservoir
expansion in their water and energy cycles of their land component.
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In contrast, global hydrological models and water management models include relatively
advanced representation of human water management including reservoir operation (Van
Beek et al., 2011; Hanasaki et al., 2008; Doll et al., 2009; Wisser et al., 2010) and are
mainly focused on water resource assessments (Bierkens, 2015; Sood and Smakhtin, 2015;
Wadaetal., 2017). In these models, reservoirs are commonly integrated in the river network
and their operation is simulated through schemes in which release is determined by oper-
ation rules based on the reservoir purpose (Hanasaki et al., 2006; Haddeland et al., 2006).
The use of these outflow schemes in global hydrological models allows for estimation of
large-scale impacts of reservoirs on the hydrological cycle, under prescribed meteorolog-
ical forcing (Biemans et al., 2011; Voisin et al., 2013b; Doll et al., 2009; Wisser et al.,
2010; Van Beek et al., 2011; Hanasaki et al., 2008; Droppers et al., 2020; Masaki et al.,
2017; Shin et al., 2020). Recent efforts have adapted and/or coupled these schemes to sim-
ulate the effects of reservoir operation on river discharge in LSMs (Nazemi and Wheater,
2015b; Pokhrel et al., 2016). For example, Zhou et al. (2020) coupled a water manage-
ment model, a river routing model and a LSM within the Energy Exascale Earth System
model (E3SM). Furthermore, Yokohata et al. (2020) recently incorporated water regulation
modules (Pokhrel et al.; Hanasaki et al., 2008), together with land use modules, into the
integrated land surface model MIROC-INTEG-LAND. While both reservoir-accounting
LSMs can be coupled with their respective ESMs, their frameworks do not allow to assess
the climate impact of reservoirs in terms of land use change, as reservoirs are only repre-
sented within the river components and not in the land components.

The goal of this chapter is to incorporate reservoirs into ESMs by accounting for the land
cover change induced by reservoir expansion and to examine the impact of reservoirs on
the climate system. Since 1900, reservoir area has increased by about 272,000 km?2, which
is about 10% of the global lake area (Lehner et al., 2011; Messager et al., 2016). The im-
pounded water also increased the capacity of land to take up heat from the atmosphere by
warming the reservoir waters (Vanderkelen et al., 2020a). Moreover, the largest human-
induced increases in evaporation are attributed to reservoir construction (Sterling et al.,
2013). The associated formation of open water bodies alter surface properties like albedo,
surface roughness and impact fluxes of energy, moisture and momentum to the atmosphere
(Strachan et al., 2016; Hossain et al., 2012). Hence, capturing these reservoir-atmosphere
interactions is important to realistically represent the reservoir water and energy balance
and related processes like evaporation, ice formation and water mixing (Friedrich et al.,
2018; Thiery et al., 2014c).

Here, we implement reservoir construction in the Community Land Model as lake area
expansion prescribed by the HydroLAKES and Global Reservoir and Dam databases. To
this end, we developed an approach using correction fluxes and baselines to account for en-
ergy and mass conservation. We conduct land-only experiments for the period 1900-2014
with transient reservoir expansion enabled as well as coupled land-atmosphere simulations
with the Community Earth System Model (CESM) with snapshots of the preindustrial and
present-day reservoir extent. Using the latter ensembles, we investigate the effects of reser-
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voirs on average and extreme temperatures and the energy balance. Finally, we investigate
the influence of changes in individual energy flux terms on the surface temperature by
applying a surface energy balance decomposition technique.

4.2 Data and methods

In this section, we first describe the release version of the model and data sets used. Next,
we outline the data preparation and model developments conducted for this chapter. Finally,
we describe the experimental set-up and the methodologies used in analyzing the results.

4.2.1 Model description

To investigate the impact of reservoir expansion on the global climate, we use the Com-
munity Earth System Model (CESM) version 2.1.3 (Danabasoglu et al., 2020), a state-of-
the-art ESM. Within CESM, atmospheric processes are solved with the Community Atmo-
sphere Model (CAM6) and land processes are represented by the Community Land Model
version 5 (CLMS; Lawrence et al., 2019a), with advanced biogeophysical and biogeo-
chemical parametrisations. CLMS35 accounts for surface heterogeneity by using a nested
subgrid hierarchy. Individual land grid cells are subdivided in different land units repre-
senting the vegetated, lake, urban, glacier and crop fraction of the grid cell.

In CLMS5, lakes are simulated using the Lake, Ice, Snow and Sediment Simulator (LISSS),
described more in detail by (Subin et al., 2012c). The lake model resolves the whole lake
column, consisting of the lake water body, the soil and bedrock below, and potential ice and
snow on top of the lake. In the lake body, water temperature and ice fractions are modeled
in 10 layers. Except for overlying snow and underlying soil, the lake column has a constant
water mass, which is determined by the lake depth and density. The water budget is bal-
anced with a runoff term, which can be negative when evaporation exceeds precipitation.
Consequently, lake water does not participate in the grid cell water balance, but its state and
temperature are modeled. The soil layers below the lake are always saturated. For every
grid cell containing lakes, one representative lake is modeled, with prescribed lake area and
mean lake depth, which are constant in time.

The release version of CLMS5 allows for land use and land cover change, by including
changes in weights of vegetated, crop and glacier land units within a grid cell (Lawrence
et al., 2019a). Glacier areas can change in a prognostic way when coupled to an evolving
ice sheet model, while vegetated and crop land units are adjusted dynamically during the
simulation, dictated by the Land Use Harmonization data set (LUH2, Hurtt et al., 2020).
The transition between crop and vegetated units for a certain year are applied on the first day
of that model year. To conserve mass and energy when transitioning, the model accounts for
changes in water and heat by applying small correction fluxes to the river and atmosphere.
The difference in the total water and heat content of the grid cell, before and after the
transition, is calculated on the first day of the year. In the rest of the year, the amount of
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imbalance is dribbled out in small correction fluxes - for water as liquid or ice runoff to the
river and for heat as a sensible heat flux to the atmosphere. These correction fluxes can be
either positive or negative. In this way, the total mass and energy content of the grid cell is
conserved for all land unit transitions during the simulation.

4.2.2 Lake and reservoir data

Global lake distribution is given by the HydroLAKES dataset, providing individual poly-
gons of 1.4 million natural lakes with a surface area of at least 0.1 km? (Messager et al.,
2016). The Global Reservoir and Dam Database v.1.3 (GRanD) provides the global geo-
graphical distribution and characteristics of 7320 reservoirs, larger than 0.1 km? (Lehner
et al., 2011). The reservoir polygons from GRanD are directly linked to the lake polygons
in the HydroLAKES data set. According to these data sets, natural lakes make up a surface
area of 2.67 x 10° km?, (1.8% of global land area), while reservoirs cover 0.26 x 106 km?
(0.2% of global land area).

4.2.3 Implementation of reservoirs as dynamical lakes

We represent global reservoir expansion in CLMS5 by allowing the grid cell lake area to
change dynamically (Fig. 4.1). First, we replace the static lake cover by annual maps
including reservoir expansion (section 4.2.3). Second, we modify the CLMS source code to
perform the necessary mass and energy balance accounting, while minimizing the artificial
mass and energy fluxes (section 4.2.3).

Glacier Glacier
Crop Crop
Urban Urban
Mass and energy content 1 F3 Mass and energy content 2

11 Water orrection fluxes
Heat

Figure 4.1: Reservoir expansion is represented by increasing the lake area fraction in the
grid cell. Due to increase in lake fraction, the grid cell total water and energy content is
altered, which is accounted for using correction fluxes for water (liquid and ice runoff
to/from river) and heat (sensible heat flux to/from atmosphere).
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Input data preparation

The HydroLAKES and GRanD polygons are rasterized to a 0.05° by 0.05° grid, where
each grid cell represents the lake and reservoir area fraction. First, the natural lake area
map is created based on HydroLAKES, and includes all natural lakes controlled by a dam
(a GRanD attribute) and reservoirs with a construction year before 1900 (81 and 124 poly-
gons, respectively). Then, we generate annual maps for the period 1900-2015, where the
reservoir area fraction is added to the natural lake fraction in the construction year of the
reservoirs (as given in GRanD). We assume that reservoirs are filled on the first day of
the year they come into existence. The static lake depth map is created by calculating the
area-weighted average lake depth per grid cell based on the lake depth attribute from the
HydroLAKES and GRanD polygons. The lake cover and depth maps replace the original
CLMS lake cover and depth from the Global Lake Depth Database (GLDB, Kourzeneva,
2010; Subin et al., 2012c). To serve as input data for CLMS, the raw input maps are sub-
sequently regridded to 0.9° by 1.25°, our simulation resolution. This is done consistently
with the other land units to ensure that for each grid cell, the weights add up to 100%,
whereby natural vegetation is used to fill up the grid cell.

Correction fluxes and baseline approach

Similar to the approach for other dynamical land units, the increased lake area fraction is
applied on the first day of the model year. The added lake fraction adopts the state variables
of the lake column already present in the grid cell. When a lake newly appears in a grid
cell that previously had no lake area, it receives the state variables of a virtually spun up
lake in that grid cell.

In CLMS, lake water is excluded in the grid-scale total water and heat content, as the
amount of lake water is held constant and is considered effectively as ’virtual’ water (sec-
tion 4.2.1). Therefore, to apply the methodology used for transitioning between crop and
natural vegetation for expanding lakes, the mass and energy of the lake body first needs to
be included in the grid cell total water and heat content. Otherwise, the correction fluxes
would only account for the difference in water and heat between the vegetated land unit on
the one hand, and the saturated soil beneath the lake and potential snow cover on the other
hand. By including the water and heat content of the lake water itself, mass and energy are
conserved after applying the correction fluxes, as the heat content of lake water can be very
different from a vegetated land unit (see supplementary material). For lake water mass,
there is no difference, because the lake water content is tracked on a per-area basis and
does not participate in the water balance, i.e. remains constant throughout a simulation. By
incorporating lake water in the total grid cell water content, it is now also included in the
terrestrial water storage (TWS) output variable.

Locally, the correction fluxes can become large compared to the physical fluxes (supple-
mentary material table S1). To minimise these artificial fluxes, we implement a baseline
approach, where at the start of the simulation, the reference states (’baselines’) are saved.
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These are spun up states of the heat and water content of the lake unit for every grid cell.
During the simulation, the baseline states are subtracted from the heat and water content of
the lake unit. In this way, only deviations from these baseline states are considered, when
calculating the difference in total grid cell heat and water content. This minimizes the mag-
nitude of the required correction fluxes (see supplementary material for a conceptual and
simulation example demonstrating this). CLMS5 uses a similar approach implemented for
area changes of glaciated land units (Leguy et al., 2018). The developments presented in
this chapter are incorporated in the CLMS5 source code.

Including reservoirs and transient reservoir construction did not improve nor deteriorated
the model skill, when tested within the International Land Model Benchmarking (ILAMB)
software (Collier et al., 2018) for a range of variables related to the hydrology, radiation
and energy cycle (see supplementary material). A possible reason for this is that the obser-
vational data sets used in the evaluation do not include the effects of expanding reservoir
surfaces, as they do not cover these areas or they only exist for the satellite era, during
which the increase in reservoir area is relatively limited.

4.2.4 Experimental design
Land-only simulations

We first conduct transient land-only simulations, using CLMS5 (release-clm5.0.34 tag) with
a prescribed atmosphere and vegetation phenology from MODIS (using the IHistClm50Sp
component set). Meteorological forcing is prescribed from the Global Soil Wetness Project
(GSWP3; http://hydro.iis.u-tokyo.ac.jp/GSWP3/; see also (Lawrence
et al., 2019a), a global 0.5°, 3-hourly bias-adjusted reanalysis product, based on the dy-
namically downscaled 20" century reanalysis (version 2) of the NCEP model (Compo
et al., 2011). Vegetation phenology is prescribed from satellite observations. Simulations
are performed at a 0.9° by 1.25° grid spanning the period 1890-2015, using the first 10
years as spin up. Two simulations are performed: in the control simulation (hereafter re-
ferred to as CTL), transient land use is enabled, but lake area is kept constant at the 1900
level, i.e. no reservoirs are constructed. In the second simulation (hereafter referred to
as transRES), lake area is allowed to change alongside the other land use categories, i.e.
reservoirs are constructed throughout the simulation. Investigating the differences between
transRES and CTL simulations allows us to quantify the transient land surface response on
reservoir construction.
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AMIP-style simulations

In addition to the land-only simulations with transient reservoir expansion, two climate en-
sembles are generated using CESM, one with present-day lake extent including reservoirs
and the second with pre-industrial lake extent, without reservoirs. We prescribe sea sur-
face temperatures and sea ice fraction from observations (FHISTclimo compset, Hurrell
et al., 2008) to concentrate on land-atmosphere interactions, thereby omitting the poten-
tial role of atmosphere-ocean interactions in modulating the climate response to reservoirs.
Likewise, transient greenhouse gas concentrations are prescribed from measurements. The
simulation setup closely follows the framework of the Atmospheric Model Intercompari-
son Project (AMIP), except for the use of static land cover which represents the year 2000.
The first 5-member ensemble (denoted RES) is conducted including reservoirs and uses
the present-day open water cover. The second 5-member ensemble (denoted NORES) only
contains natural lakes and employs the year-1900 lake cover map. In both RES and NORES
ensembles the no-lake land cover fractions are given by the constant land cover map of the
year 2000. The simulations span the period 1979-2014 (35 years, including 6 years of spin
up) and have a horizontal resolution of 0.9° by 1.25°. Within each ensemble, five members
are generated by randomly perturbing the atmospheric initial conditions by 10"'* K. In this
way, each simulation is a unique realisation in terms of natural variability (Perkins and Fis-
cher, 2013) while adhering to the same model physics and parameter values. Comparing
the two ensembles allows to investigate the maximum signal of reservoir construction in
the present-day climate.

4.2.5 Analysis

We use monthly and daily output from CESM, averaged over the ensemble members, to
analyse the effect of reservoirs on global temperature, diurnal temperature range (DTR;
the difference between daily maximum and minimum temperature), and the surface energy
balance. For the temperature extremes, we use the definitions from the Expert Team of Cli-
mate Change Detection and Indices (ETCCDI; Zhang et al., 2011) with TXX, the monthly
maximum value of daily maximum temperature and TNn, the monthly minimum value of
daily minimum temperature. In the maps, we only show statistically significant responses
by performing a two-sided Wilcoxon signed rank test of the lumped ensemble members on
a 0.05 significance level. In addition, the shown responses are also tested for field signifi-
cance using the false discovery rate to account for correlation in space (Lorenz et al., 2016;
Wilks, 2006). For the seasonal cycles, we only look at the grid cells with reservoirs. Here
we distinguish between reservoir sizes, ranging from more than 0% to 15% coverage of
the total grid cell (table 4.1). The number of grid cells decreases with increasing reservoir
area. As the water volume of reservoirs is constant by design, seasonal variations in reser-
voir area, storage and depth are not included in the seasonal cycles.

The impact on precipitation and precipitation extremes is not included in the analysis, as
the uncertainty related to natural variability exceeds the forced signal for these variables
(section 4.4.1; Fischer et al., 2014).
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To investigate the changes in surface temperature 7; (K) induced by reservoirs, we apply
the surface energy balance decomposition technique. Many previous studies have applied
this method on simulations with CLM (Akkermans et al., 2014; Luyssaert et al., 2014;
Thiery et al., 2015, 2017; Hirsch et al., 2017, 2018; Hauser et al., 2019). Here, the energy
balance at the land-atmosphere interface is given by:

eoT! = (1 — a)ASWj, + LW;, — LHF — SHF —R (4.1)

with €, the surface emissivity, o the Stefan-Boltzmann constant (5.67 X 1078 Wm 2K _4),
o the surface albedo, SW;, the incoming shortwave radiation LW, the incoming longwave
radiation, LHF the latent heat flux, SHF the sensible heat flux and R, a residual term in-
cluding subsurface heat flux and storage.

When applying this energy balance reconstruction during the postprocessing, there is only
a small imbalance of on average 0.05 W m for reservoir grid cells. This highlights that
the energy balance, which is closed per definition at the model time step level, can be
reconstructed using the model output fields.

The change in surface temperature (ATy) is subsequently obtained by taking the total deriva-
tive of Eq. 4.1 regarding to Ty and solving for ATj:

1
4073

AT, (—=SWinAo+ (1 — @)ASWi, + ALW;, — ALHF — ASHF —AR)  (4.2)

Here, € is assumed to be constant at 1 and 7 is taken as the radiative surface temperature
based on the outgoing longwave radiation (emitting radiation to the atmosphere) of the ref-
erence simulation (RES). All terms are calculated based on the difference of the RES and
NORES ensembles.

Table 4.1: Number of reservoir grid cells with increasing reservoir area fraction

Reservoir threshold | Number of grid cells % of land grid cells
>0% 1175 6.10%

>1% 450 2.34%

>2% 249 1.29%

>5% 91 0.47%

>10% 42 0.22%

>15% 15 0.08%
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4.3 Results

4.3.1 Transient land impacts of reservoir expansion

The global reservoir distribution reveals certain areas with large reservoir area fractions,
indicating the presence of large reservoirs, especially in northeastern Canada, western Rus-
sia and Siberia (Fig. 4.2a). Other regions, like India and China, have many grid cells with
smaller reservoir area fractions per grid cell. In Africa, most grid cells with high reservoir
fraction correspond to individual reservoirs: in the northeast, Lake Nasser controlled by
the Aswan dam, in the west, Lake Volta controlled by the Akosombo dam and Lake Kariba
in the south, on the border of Zambia and Zimbabwe. Globally, the total reservoir area
sharply increases from the 1950s onwards, reflecting the reported increase in reservoir ca-
pacity (Fig. 4.2b; Lehner et al., 2011; Chao et al., 2008).

Using our land-only simulations, we can quantify the time-evolving impact of reservoir
expansion on albedo, TWS and the turbulent surface fluxes, i.e. the latent and sensible heat
flux (LHF and SHF; Fig. 4.3). In land-only simulations, the effects of reservoirs are by
definition limited to reservoir grid cells. For all variables, the magnitude of the response
increases consistently with increasing reservoir area fraction. The trajectory of the reser-
voir grid cell responses is similar to the reservoir area expansion (Fig. 4.2b), with a steep
increase from the 1950s to the 1980s followed by a more modest increase from 1980s on
wards.

The water retained trough reservoir construction is directly modeled through the increase
in grid cell TWS (Fig. 4.3a). The ATWS encompasses the differences in water content
between the original vegetated land fraction and the new lake fraction, which not only in-
cludes the lake water itself, but also the water content of the saturated soil below the lake
and of the potential snow on top. In the largest reservoir grid cells (> 15% becomes cov-
ered by reservoirs), the construction of reservoirs adds up to 2.5 m of water to the entire
grid cell. According to our simulations, a total of 30 013 km? water is added through arti-
ficial reservoir construction, of which 26 148 km? is reservoir water. This part, the water
added to the lake itself, is virtually added to the model and does not participate in the water
cycle. The remaining part, coming from the soil in the lake unit, is taken from the grid cell
runoff through the correction fluxes (section 4.2.3 and supplementary material). Reservoir
expansion has only a small effect on snow depth ( -3.4% averaged for grid cells with >15%
reservoir area fraction). This decrease in snow has a very small (-4 km?) contribution to
ATWS. Our simulated total reservoir volume is largely overestimated compared to the re-
ported volume estimates (7000-8300 km?; Lehner et al., 2011; Chao et al., 2008). This
difference can likely be attributed to differences between reservoir and lake bathymetry,
and the fact that both lake and reservoir volumes are calculated using the grid cell average
lake and reservoir depth, thereby most likely overestimating the average depth of the reser-
voir portion. As this water contained in the reservoir is static, this overestimation does not
influence the other variables modeled.
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This will however become important as the model is developed further to more directly
couple the water balance of the lakes and reservoirs to the river network (section 4.4.2) and
eventually coupling to the ocean with impacts on sea level rise and ocean salinity trends.

In addition to changes in TWS, reservoirs locally decrease grid cell albedo by expanding
the darker lake area surface while submerging land with brighter vegetation. The sudden
decrease in 1970-1971 is caused by the emergence of large individual reservoirs (changes
in grid cell average albedo go up to -0.015). Reservoir expansion gradually increases LHF
in reservoir grid cells, up to 0.6 W m™ for all reservoir cells (5.2 W m™ for cells with >
15% reservoirs). The decrease in SHF follows a similar pattern, but does not fully compen-
sate the increase in LHF (-0.4 W m™ for reservoir grid cells and -2.7 for > 15% cells). An
in-depth analysis of the surface energy balance is provided in section 4.3.3.

a Reservoir grid cell area fraction

s o A - 10.0

%

Figure 4.2: (a) Reservoir area fraction per grid cell (%, note the non-linear scale), (b)
Global evolution of total reservoir area. The original data from GRanD is shown here af-
ter being implemented in CLMS.

4.3.2 Climate impacts of reservoirs
Impact of reservoirs on the mean climate

Our coupled simulations show a limited impact of reservoirs on 2 m air temperature (glob-
ally average of +0.1 K; Fig. 4.4a). Most responses can be directly related to the locations
of individual reservoirs, except for the positive anomaly in the Gran Chaco plains in South
America. The statistically significant response of turbulent surface fluxes are localised to
and particularly pronounced in the grid cells with large reservoirs (Fig. 4.4b and c). In
reservoir grid cells, the mean increase in LHF (1.7 W m™) is compensated by the mean
decrease in SHF (-1.7 W m2). The influence of the turbulent fluxes on surface temperature
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Figure 4.3: Impact of transient reservoir construction (transRES-CTL) during the period
1900-2014 on global mean (a) land surface albedo, (b) terrestrial water storage, TWS (c)
latent heat flux, LHF and (d) sensible heat flux, all calculated over reservoir grid cells (>
0% reservoir area fraction) and grid cells with increasing reservoir area fraction (> 1%, >
2%, > 5%, > 10%, and > 15%, respectively).

is investigated in more detail in section 4.3.3. Overall, reservoir effects on mean climate are
small compared to other water management activities like irrigation (Thiery et al., 2017,
2020; Pokhrel et al., 2017; Mishra et al., 2020)

Other than 2 m air temperature, reservoirs have a observable negative effect on DTR. The
presence of reservoirs decreases the DTR with -0.3 K averaged over reservoir grid cells
(Fig. 4.5a). This signal is more pronounced with higher reservoir area fractions, and is
highest in July, August and September, up to -1.5 K for grid cells with a reservoir coverage
of more than 15% (Fig. 4.5b). This could be explained by the increased daytime cooling
from July to September, while nighttime warming extends until the end of the year. The
effect on the seasonal cycle of DTR itself is very small.
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Figure 4.4: Impact of reservoirs (RES-NORES) on ensemble mean (a) 2 m air tempera-
ture, Ton, (b) Latent Heat Flux (LHF) and (c) Sensible Heat Flux (SHF). Only statistically
significant changes are shown (0.05 significance level, two-sided Wilcoxon signed rank
test of lumped ensemble members and field significance using the false discovery rate

test).
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a A DTR

Figure 4.5: Impact of reservoirs (RES-NORES) on (a) mean Diurnal Temperature Range
(DTR) and (b) the seasonal cycle of DTR for grid cells with increasing reservoir area
fractions ("no reservoir’ includes all grid cells with <1% reservoir coverage). Only statis-
tically significant changes are shown (0.05 significance level, two-sided Wilcoxon signed
rank test of lumped ensemble members and field significance using the false discovery
rate test).

Impacts of reservoirs on extremes

Our results show that reservoirs dampen temperature extremes by decreasing TXx and
increasing TNn. The spatial patterns in the TXx and TNn responses correspond to the
reservoir distribution (Fig. 4.6a and c), with the largest responses in grid cells with the
largest reservoir area coverage. The widespread increase in TNn north of the Caspian Sea
could be related to the chain of reservoir grid cells impacting the surrounding region, but to
robustly establish this signal, likely more ensemble members are needed (see section 4.4.1).
Averaged over reservoir grid cells, reservoirs cool the hot extremes by -0.2 K and warm the
cold extremes by +0.3 K, but locally, these values reach up to -1.6 K cooling of hot extremes
and +1.3 K warming of cold extremes. Compared to other forms of land management, like
conservation agriculture and irrigation, the impact of reservoirs on temperature extremes is
smaller and highly localised (Thiery et al., 2017, 2020; Hirsch et al., 2018). On seasonal
time scales, the response magnitude of both extremes increases with growing reservoir size
(Fig. 4.6b and d). While the response of TXx is lowest from November to January, the
response of TNn is lowest during the spring months March and April. These seasonal
cycles could be related to the formation and melting of ice in the reservoirs located in the
northern hemisphere, which prevent the dampening effect of open water in DJF. The shift
in the TXx and TNn cycles could be due to the seasonality of heat uptake by the lake water
(Fig. 4.7c), where the release of heat from September until December has most effect on
the minimum nighttime temperatures.
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Figure 4.6: Impact of reservoirs (RES-NORES) on monthly temperature extremes: (a)
monthly maximum of daily maximum temperature, TXx (b) seasonal cycle for different
reservoir area fractions, (c) monthly minimum of daily minimum temperature, TNn (c)
seasonal cycle for different reservoir area fractions ("no reservoir’ includes all grid cells
with <1% reservoir area fraction). The maps show values at 0.05 significance level using
a two-sided Wilcoxon signed rank test of lumped ensemble members and the false discov-
ery rate test for field significance.

4.3.3 Effect of reservoirs on the surface energy balance

To disentangle the global effects of reservoirs on surface temperature changes in detail, we
first examine the seasonal cycles of the surface energy balance components and thereafter
the response of surface temperature to changes in these terms. It is important to note that in
the simulations reservoir area is constant throughout the year, as CLM5 does not account
for seasonal changes in reservoir area, storage or depth. Reservoirs have a clear altering
effect on the seasonal cycle, of which the magnitude increases with reservoir area fraction
(Fig. 4.7).

Subsurface heat absorption, including light transmission in the lake water, increases from
December to July, resulting in a maximum heat uptake of 10.4 W m for the largest reser-
voirs (Fig. 4.7¢). From July to November, heat is released to the atmosphere (up to +12.5 W
m2). Annually averaged, the change in subsurface heat flux is only -0.02 W m™2. The ther-
mal inertia from large intra-annual differences in subsurface heat flux is compensated by
the alteration of the LHF and SHF seasonal cycles. LHF, and likewise evaporation, is en-
hanced due to the presence of a larger open-water surface, which makes water permanently
available to evaporate. The increase in LHF from September to December (up to +12.1 W
m2) corresponds to the period of heat release by the lake water (Fig. 4.7a and c). The en-
ergy released by the lake is used to evaporate water from the reservoir surface. The period
with lowest LHF change, March to July, corresponds to the period in which the reservoir
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water takes up the most heat. The decrease in SHF is manifested throughout the year, ex-
cept for November and December, with the largest decrease arising from June to August
(up to -7.9 W m2; Fig. 4.7b). Next to the decrease in energy availability due to water
heat uptake, this SHF decrease could be explained by the lower roughness length of wa-
ter surfaces compared to vegetated land, which increases the aerodynamic resistance and
therefore suppresses the heat transfer to the atmosphere due to reduced turbulence (Subin
et al., 2012c; Thiery et al., 2015). These results are consistent with the climatic effects of
natural lakes at mid and high latitudes (Subin et al., 2012a; Samuelsson et al., 2010; Dutra
et al., 2010).

a A LHF b A SHF c A Subsurface Heat Flux

Figure 4.7: Impact of reservoirs (RES-NORES) on mean seasonal cycles of (a) latent heat
flux, LHF, (b) sensible heat flux, SHF, (c) Subsurface heat flux (including light transmis-
sion through lake surface), (d) net shortwave radiation at the surface SWye, (€) net long
wave radiation at the surface, LW, (f) surface albedo, for all of grid cells with reser-
voir area fractions above a given threshold (*no reservoir’ includes all grid cells with <1%
reservoir area fraction). Note the different y-axis scale for panel f.

Compared to the surface fluxes, radiative fluxes experience smaller responses (Fig. 4.7d
and e). Overall, reservoirs decrease global albedo by the creation of darker surfaces (-0.001
over reservoir grid cells). On a seasonal scale, this effect is dominant from June until De-
cember (Fig. 4.7f). In the first months of the year, however, reservoirs increase the albedo
due to ice formation, which is brighter compared to the grid cell vegetation. This emerges
in the course of the absorbed shortwave radiation (SWpe) together with cloud feedbacks,
resulting in a net annual effect of +1.0 W m in reservoir grid cells.

Overall, the seasonal patterns follow the seasonality of the northern hemisphere. This can
be attributed to the reservoir distribution, with only few reservoir grid cells in the southern
hemisphere (Fig. 4.2). In addition, our results do not show a substantial difference when
rendered only for a mid-latitude band (30° to 60°) compared to the global domain, due to
the limited number of reservoirs outside this region (Lehner et al., 2011).
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The individual contributions of the surface energy balance terms to the change in net sur-
face temperature (AT, eq. 4.2) are shown in figure 4.8. For reservoir grid cells, the annual
net change in T (+0.05 K) is the result of a cooling (-0.09 K) owing to an increased LHF,
which is partly balanced out by a warming from a decreased SHF (+0.05 K, whereby a
decrease in SHF away from the surface leads to more heat available at the surface). Addi-
tional warming contributions come from a reduced albedo (+0.04 K), as well as enhanced
incoming short- and longwave radiation (+0.017 K and +0.022 K, respectively), associ-
ated with atmospheric temperature and cloud feedbacks (Fig. 4.8a). The subsurface heat
flux has a very small positive contribution (+0.004 K). For reservoir grid cells with > 15%
reservoir fraction, the contribution to ATs of the turbulent fluxes are an order of magnitude
larger (-1.1 K for LHF and 0.78 K for SHF) and dominate the other terms (Fig. 4.8c).

While the individual contributions to ATs are small on an annual basis, contributions on
monthly scale are larger, with compensating effects on the resulting temperature (Fig. 4.8b
and d). During boreal spring and summer months, the subsurface heat flux cools the surface
temperature, as the reservoir water takes up the heat available at the surface to warm the
water. This cooling is largely compensated by a warming effect of the decreased sensible
heat flux. In the fall and winter months, the subsurface heat flux has a positive effect on
ATs, as the warmer reservoir water releases heat to the surface. This temperature increase is
partially offset by the cooling effect of the increased latent heat flux. Despite its large reg-
ulatory effect on the seasonal cycle, the subsurface heat flux does not influence annual ATs.

The other factors only play a minor role. Throughout the year, albedo has a warming in-
fluence on ATs. The indirect contributions from incoming short- and longwave radiation
are the result of feedbacks from cloud cover and atmospheric temperature. The effect on
Ts emerges mainly during fall and winter months (from October to February), when reser-
voirs warm the surface temperatures. This is a similar effect as natural lakes in mid and
high latitudes, which can cause temperature anomalies of up to 1.5 K in fall and winter
months (Samuelsson et al., 2010). For grid cells with > 15% reservoir coverage, the indi-
vidual contributions are larger (Fig. 4.8d). Overall effects are similar, apart from albedo,
which has a cooling influence during May, April and March, due to the presence of lake ice.
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Figure 4.8: Changes in surface temperatures (Ts) induced by reservoirs. (a) Individual
contributions of components (latent heat flux, LHF, sensible heat flux, SHF, subsurface
heat flux, R, albedo, o, incoming shortwave and longwave radiation, SWj, and LWj;)
and (b) seasonal cycle of individual components for all reservoir grid cells (reservoir area
fraction > 0 %). (c,d) Similar results for grid cells with large reservoirs (reservoir area
fraction > 15%). The reservoir impact on T, is also shown for reference. Note the dif-
ferent y-axis scales.

4.4 Discussion

4.4.1 Role of natural variability

Our results indicate that reservoirs have a small but detectable climatic impact, mostly
localised to reservoir grid cells. We find very limited remote effects of reservoir expansion,
and the discerned remote effect could be an expression of internal climate variability rather
than a remote response. At the subgrid scale, local impacts might be even larger, as we
show cell averages of 0.9° by 1.25° grid cells with 1.9% average reservoir area coverage.
To investigate the radius of reservoir influence on climate, and to disentangle local and non-
local effects, a higher spatial resolution could be used, eventually within a regional climate
model or using global simulations with static regional grid refinement, as has been done for
lakes and irrigation (Thiery et al., 2015; Devanand et al., 2019). To maximise the climate
signal, two extreme cases of reservoir extent (pre-industrial and present-day) are used in
the AMIP-style simulations. Deploying coupled simulations at higher spatial resolutions
will also allow to investigate the regional climate impacts of transient reservoir expansion.
As CLMS5 now accounts for reservoir expansion with dynamical lakes, these type of studies
become possible.
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Accounting for natural variability is of key importance, in particular when the responses
are small compared to the natural climate variability (Lorenz et al., 2016). We reduced
the role of natural variability in our ESM experiments by running five-member ensem-
bles with perturbed initial conditions, adopting a similar approach as recent studies (Thiery
et al., 2017, 2020; Hirsch et al., 2017, 2018; Hauser et al., 2019). To illustrate the impor-
tance of this approach, we calculated the average responses in reservoir grid cells of T2m,
DTR, TXx and TNn in all possible combinations of the available RES and NORES sim-
ulations, thereby averaging across an increasing number of ensemble members (Fig. 4.9).
Using only 1 ensemble member at a time, we obtain 25 possible combinations of RES and
NORES simulations. When using 2 and 3 members there are 100 possibilities and for 4
members there are again 25 possibilities. Then, all combinations are plotted using a ker-
nel density estimation per number of members used. For only 1 ensemble member, the
possible responses of reservoirs on 2 meter temperature range between -0.05 and 0.21 K.
While the average responses do not change, the range of possible responses remarkably
decreases using more ensemble members, and in the case of 2 m air temperature and TXx
removes the uncertainty regarding the sign of change. This decrease is most apparent for
the temperature extremes.

In the analysis, we focus on the effects of reservoirs on temperature variables and the energy
balance. We do not show precipitation and moisture related variables because the modeled
responses did not emerge from the internal variability due to a low signal-to-noise ratio of
these variables (Fischer et al., 2014; Deser et al., 2012). However, the increased evaporation
from reservoir grid cells could increase atmospheric water vapour and thereby potentially
induce changes in precipitation and precipitation extremes, as has been suggested by some
regional- and local-scale observational studies (Strachan et al., 2016; Degu et al., 2011;
Yigzaw, 2014; Hossain et al., 2010), but has not been confirmed by modeling studies so
far.

4.4.2 Improving the representation of reservoirs in ESMs

While the current approach enables us to investigate the interactions at the reservoir-atmosphere
interface and study the responses on the surface temperature and energy balance, it includes
some limitations. These shortcomings can be highlighted as challenges for modeling reser-
voirs in any coupled Earth system framework. First, by design, reservoirs are part of the
grid cell lake area fraction in CESM, and this lake fraction has a constant average depth
(section 4.2.1). The bathymetry of artificial reservoirs, often V-shaped and enlarged water
bodies emerging from rivers, can be however very different from natural lakes (Yigzaw
et al., 2018). In addition, as reservoirs have a constant volume in the model, seasonal vari-
ations in storage, area and depth are not modeled. These could however be substantial and
could impact the land-atmosphere interactions and seasonality of the surface energy bal-
ance terms (Zhou et al., 2016; Cooley et al., 2021). Third, when a reservoir comes into
existence in our model, the additional lake area fraction takes over the temperature profile
of the lake fraction. However, in reality the temperature of a new reservoir is mainly deter-
mined by the water temperature of the inflow (van Vliet et al., 2016). Runoff temperatures
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Figure 4.9: Role of ensemble size on impact on temperatures for reservoir grid cells:

(a) mean 2m air temperature, Ty, (b) mean diurnal temperature range, DTR, (c) mean
monthly maximum of daily maximum temperature, TXx, (¢) mean monthly minimum of
daily minimum temperature, TNn. Shown are the density kernels of the response of all
possible combinations of different numbers of NORES and RES ensemble members. The
bar represents the interquartile range, while the dot shows the median value.

are not explicitly modeled in CLMS, but the heat content of the lake water is adjusted for
the heat that is carried away or supplied to the lake by the runoff term. Finally, we assume
that reservoirs are instantly filled in their construction year, covering their total surface
area, as given by GRanD. While this is true for small reservoirs, larger reservoirs might
take a couple of years to fill (Hawley et al., 2020). These issues could have implications for
the temperature profile, thermal stratification and resulting energy balance of reservoirs, of
which the effects would become more important at higher spatial resolutions.

We only investigated the impact of reservoir expansion, i.e. the increase in lake area due
to dam construction, and omitted the regulatory effect on discharge and connection to the
river network. Reservoirs and dams have other large effects on terrestrial water resources
by their flow regulation and altering of water availability in upstream and downstream
basins (Biemans et al., 2011; Wisser et al., 2010; Wada et al., 2014; Di Baldassarre et al.,
2018). Next steps in model development therefore include the integration of reservoirs
and lakes on the river network and explicit modeling of the water balances of lakes and
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reservoir (Shin et al., 2019, 2020). Thereby it is important to account for the relations
between depth, area and storage of reservoirs (Yigzaw et al., 2018) to capture interannual
dynamics in reservoir area (Gao et al., 2012; Pekel et al., 2016b). A key component of this
water balance is modeling the reservoir outflow, which is highly regulated by human dam
management (e.g. Vanderkelen et al., 2018a) and therefore very different from the release
from natural lakes, which is mainly driven by climate variability (Nazemi and Wheater,
2015b). To this end, the existing dam parametrisations from global hydrological models
can serve as inspiration (Hanasaki et al., 2006; Haddeland et al., 2006; Pokhrel et al.; Yassin
et al., 2019; Zajac et al., 2017; Shin et al., 2019). Eventually, this will contribute to a more
realistic representation of the water available for irrigation as well as floodplain dynamics
(Shin et al., 2020; Biemans et al., 2011; Van Beek et al., 2011).

4.5 Conclusions

In this chapter, we implemented global reservoir expansion in the the Community Land
Model (CLM) to assess the potential effects of reservoirs on the historic and present-day
climate. The increase in open water surface through reservoir construction in the 20" cen-
tury is modeled by prescribing expanding lake area, based on the HydroLAKES and Global
Reservoir and Dam Databases (GRanD). The implementation of correction fluxes ensures
that energy and water are conserved within the grid cell. We performed land-only simula-
tions for the period 1900-2014 with transient reservoir expansion enabled. In addition, two
five-member ensemble AMIP-style simulations with the Community Earth System Model
(CESM) for the period 1979-2014 with and without full reservoir extent are conducted.

Reservoir expansion during the 20" century causes alterations with an increase in terrestrial
water storage and a decrease in albedo with trajectories similar to reservoir area expansion.
The responses scale with reservoir extent and are localized to reservoir grid cells. Our
coupled climate simulations show that the climate impacts of reservoirs are overall small
and localized to grid cells with reservoir expansion. Where reservoirs make up a large
fraction of the grid cell, impacts can be substantial locally. Reservoirs dampen the diurnal
temperature cycle up to -1.5 K for the largest reservoirs, and this dampening is strongest
from July to September. In addition, the seasonal temperature cycle is moderated by the
presence of open water. Decomposing the surface temperature impact highlights a large
seasonal variation in heat uptake and release of the reservoir water, which is compensated
by the turbulent surface fluxes. The remaining radiative fluxes play only a minor role. The
presence of open water also reduces temperature extremes by increasing the monthly mini-
mum nighttime temperatures and decreasing the monthly maximum daytime temperatures.
Signals in precipitation and moisture related variables could not be differentiated from the
natural variability within our ensembles.

We provide an important first step towards a fully coupled representation of reservoirs and
human water management in an Earth System Model. Our results indicate that there is a
small but detectable impact of reservoir expansion on the surface energy fluxes and on the
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resulting diurnal and seasonal temperature cycles. However, a more prominent impact of
reservoirs on the regulation of streamflow can be expected. A more complete integration
of reservoir functionality in Earth System Models will therefore allow to quantify water
availability and hydropower potential in future climate simulations, and to study the com-
bined effects of reservoirs and other management activities like irrigation. In addition, the
positive radiative forcing of reservoirs, due to the decrease in albedo, might be relevant to
consider in climate impact studies (Wohlfahrt et al., 2021). With hundreds of new reser-
voirs being constructed or planned worldwide, these reservoir effects may even become
more important in the future.

Data and code availability

The HydroLAKES dataset is available at https://www.hydrosheds.org/page/
hydrolakes, GRanD at http://globaldamwatch.org/. The HydroLAKES
and GRanD data are rasterised using https://github.com/VUB-HYDR/polygo
n_to_cellareafraction. CLMS5.0 is publicly available through the Community
Terrestrial System Model (CTSM) repository: https://github.com/ESCOMP/CT
SM/. The developments presented in this study are available in the source code from tag
ctsm5.1.dev003 onwards. All scripts developed for this study are available at: https:
//github.com/VUB-HYDR/2021_Vanderkelen_etal_JGR,DOIL: 10.5281/
zenodo.5007504. Finally, all simulations used in the analysis are available at https:
//figshare.com/collections/Simulating_the_impact_of_global_r
eservolir_expansion_on_the_present-day_climate/5461275.
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4.6 Supplementary material

Implementation of dynamical lakes: correction fluxes and baseline ap-
proach

Conceptual example

To illustrate the need and rationale behind the correction fluxes and baselines approach, we
use a conceptual example (Fig. 4.10). We assume a grid cell existing of both vegetation
and lake unit, both with their respective temperatures. In the example, the grid cell evolves
by changing both the lake fraction and lake temperature to end up in exactly the same
state as the reference state. As a consequence, energy needs to be conserved during this
process. Without correction fluxes, the only land-atmosphere fluxes arise from warming
and cooling of the lake fraction, which in this example violates energy conservation (Fig.
4.10a). Changing the lake area fraction changes the heat content of the total grid cell, as
the added lake area fraction adopts the temperature of the existing lake fraction. Therefore,
these changes in lake fraction need to be accompanied by correction fluxes to and from the
atmosphere to conserve energy in the system (Fig. 4.10b). As these fluxes are artificial
and thus not representing any physical process but only assuring conservation, we want to
minimise them as much as possible. This is achieved using the baseline approach. The
baseline state of each land unit is defined as the spun up state of that land unit at the start
of the simulation. (As with other model state variables, these baselines are expressed on a
per-area basis — for example, J m2.)

When calculating the correction fluxes, we consider the change in water or heat content
of each model column relative to that column’s baseline state, rather than relative to some
arbitrary zero point. This results in energy conservation with smaller correction fluxes, as
only their deviation from the baseline are taken in the calculation while still ensuring en-
ergy conservation (Fig. 4.10c).

This is of course a simplified, conceptual example for energy. The processes within a
simulation are more complex, but the concept holds. We apply the same scheme for mass.
As lake water does not participate in the water balance and therefore remains constant
throughout the simulation, the correction fluxes do not account for changes in lake water
content. Still, the correction flux for water is needed to correct for the difference in water
content of the soil underneath the lake, and potential snow on top. As the soil beneath lakes
is always saturated in the model (section 2.1), this correction flux can be important. But, as
for the heat correction flux, the baseline approach minimizes its magnitude.
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a)
Reference state Lake expanded Lake warmed Lake shrunk Lake cooled
from atm: to atm:
+0.2%5°C -0.1%5°C
+0.2*%5 °C-0.1*5°C= 0.5
0.5 units of heat are created
Reference state Lake expanded Lake warmed Lake shrunk Lake cooled

E flux from atm: E flux: to atT:.
+0.1°20°C +0.2*5°C -0.1%25°C -0.1*5°C

+0.1*20°C+0.2%5°C - 0.1*25°C- 0.1*5°C =0
Energy is conserved

C) Baseline state

Reference state Lake expanded Lake warmed Lake shrunk Lake cooled

E flux from atm: E flux: © an:“.,
40 +0.2%5°C -0.1*5° e

+0.2*5°C—=0.1*5°C- 0.1*5°C=0
Energy is conserved and correction fluxes are smaller

Figure 4.10: Conceptual example of energy conservation violation (a), the need for cor-
rection fluxes (b) and the need for using baselines (c). The example shows a grid cell con-
sisting of a vegetated and lake fraction that evolves from its beginning state to the exact
same end state, while interacting with the atmosphere. In the process, the lake expands,
warms, shrinks and cools. The E flux represents an artificial sensible heat flux from or to
the atmosphere to achieve conservation in the full land-atmosphere-ocean system.
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Quantification of correction fluxes in CLMS5 simulation

The correction fluxes used are artificial, and should be kept as small as possible. Table 4.2
shows the magnitude of the correction fluxes in the land-only simulations including reser-
voir expansion, described in section 2.4.1, but here simulated on a 1.9° by 2.5° resolution.
We selected the year with the largest reservoir expansion (1970) and selected the two grid
cells with the largest reservoirs. These correspond to the locations of Lake Nasser, con-
trolled by the Aswan Dam located in Egypt, and the Khantayskoye Reservoir located in
Siberia, Russia. Even for these two most extreme cases, the magnitude of the correction
fluxes remains limited, highlighting that the correction fluxes will overall have negligible
impact on the simulations.

Table 4.2: Correction fluxes for two grid cells in the year with the largest reservoir expan-
sion (1970) in the land-only simulation with expanding reservoirs (1.9° by 2.5° resolu-
tion). The water correction flux is the sum of the liquid and ice fluxes. Sensible heat flux
is abbreviated as SHE.

Lake Nasser (+5% lake area)

Heat correction flux  Fraction of SHF ~ Water correction flux  Fraction of runoff

No baselines | -0.93 W m?2 3% 0.67 m year| 670%
Baselines 0.48 W m™ 1% 0.14 m year™! 140%

Khantayskoye Reservoir (+6 % lake area)

Heat correction flux  Fraction of SHF  Water correction flux  Fraction of runoff

No baselines | 0.78 W m2 5% 0.66 m year’! 244 %
Baselines 0.53 W m 3% 0.07 m year’! 26 %
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Model evaluation with ILAMB

We employed a thorough validation of our developments using the International Land
Model Benchmarking (ILAMB) System (Collier et al., 2018). Within this framework, a
suite of ten in situ, remote sensing and reanalysis data sets are used to assess the skill
of various variables related to land surface modeling by combining statistical quantities
related to the mean state and variability in monthly to decadal time scales. Per variable-
observation combination, ILAMB calculates scores for the mean bias, root mean square
error, phase shift of the annual cycle, inter-annual variability and the spatial distribution of
the time averaged variable, and combines these to an overall score in a weighted sum. For
more details on the equations and followed methodology, we refer to (Collier et al., 2018).

Table 4.3 gives an overview of the reference data products per variable.

Table 4.3: Datasets used for benchmarking in ILAMB, adapted from Collier et al. (2018).

Variable Dataset Reference
Evapotranspiration
GLEAM Miralles et al. (2011)
MODIS De Kauwe et al. (2011)
Evaporative Fraction
GBAF Jung et al. (2010)
Latent and sensible heat
Fluxnet Lasslop et al. (2010)
GBAF Jung et al. (2010)
Runoff
Dai Dai and Trenberth (2002)
Fluxnet
Terrestrial Water storage
GRACE Swenson and Wahr (2006)
Albedo
CERES Kato et al. (2013)
GEWEX.SRB  Stackhouse et al. (2011)
MODIS De Kauwe et al. (2011)

Surface upward/net SW/LW radiation

CERES Kato et al. (2013)

GEWEX.SRB Stackhouse et al. (2011)

WRMC.BSRN  Konig-Langlo et al. (2013)
Surface net radiation

CERES Kato et al. (2013)

Fluxnet Lasslop et al. (2010)

GEWEX.SRB  Stackhouse et al. (2011)

WRMC.BSRN  Konig-Langlo et al. (2013)
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To fully assess the skill of our developments consisting of (i) a new lake mask based
on Hydrolakes and GRanD and (ii) transient reservoir construction, we conducted the
evaluation for the following simulations: CLM with its original constant lake mask de-
rived from MODIS (orig_lakes), CLM with the new hydrolakes constant mask (hydro-
lakes_all), CLM with the new constant lake mask excluding artificial reservoirs (hydro-
lakes_nores) and CLM with the new lake mask and transient reservoir construction en-
abled (hydrolakes_transres). All simulations are conducted with GSWP3 forcing (IHist-
CLMS50Sp compset), and analysed for the period 1900-2015, with 10 years for spin up. We
applied the ILAMB framework on the global scale, as well as for the IPCC ARG reference
regions (Iturbide et al., 2020).

At the global scale, there is no difference in skill scores between the different simulations
across the variables considered. This is consistent for all the different variables and data
products in ILAMB. At the regional scale, using the IPCC ARG6 regions, there are small
noticeable, but overall very small differences in skill for certain regions, but not consis-
tent between regions and simulations (illustrated here for albedo scores for Eastern North-
America (ENA) based on CERES for 2000-2012, panel b: latent heat scores for Eastern
Europe (EEU), figure 4.12) Overall, the skill scores of the different simulations are very
similar for all regions and variables, indicating very little change in skill.

The reasons that the analysis with the ILAMB framework did not capture substantial changes
in model skill can be attributed to several reasons. First, the simulated changes in variables
are small, and very localised to grid cells with reservoirs area fractions. To evaluate the
skill of variables related to changes in lake extent, it is crucial that the reference products
represent observations over lakes and resolve this lake extent. For example, the observa-
tions from Fluxnet originate from towers which are not localised near large reservoirs or
lakes Lasslop2010 and the GLEAM product does not provide evaporation values over water
surfaces like lakes Miralles2011. In addition, as most reference data sets are derived from
satellite products, the period of with the largest reservoir construction (1950s to 1980s) is
not covered by observations. For detailed evaluation at specific reservoir locations, targeted
observations would be necessary. This is however out of scope of this chapter.
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Hydrology Cycle
Evapotranspiration
Evaporative Fraction
Latent Heat
Runoff
Sensible Heat

Terrestrial Water Storage Anomaly
Radiation and Energy Cycle
Albedo
Surface Upward SW Radiation
Surface Net SW Radiation
Surface Upward LW Radiation
Surface Net LW Radiation
Surface Net Radiation
Forcings

Surface Air Temperature
Surface Relative Humidity
Relationships
Evapotranspiration/GLEAM
Evapotranspiration/MODIS

Relative Scale
Worse Value  Better Value

Missing Data or Error

Figure 4.11: Relative scale for IAMB for the different simulations on global scale. The
white boxes indicate that there is no detectable change in skill between the simulations.
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Figure 4.12: Example of ILAMB scores of the different simulations for 2 AR6 regions
with large reservoir area fractions. Panel a: albedo scores for Eastern North-America
(ENA) based on CERES for 2000-2012, panel b: latent heat scores for Eastern Europe
(EEU) based on GBAF for 1981-2008 and panel c: IPCCARG6 regions (adapted from
(Iturbide et al., 2020).
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Figure 4.13: Impact of transient reservoir construction (transRES-CTL) on global mean
(a) albedo, (b) terrestrial water storage, TWS (c) latent heat flux, LHF and (d) sensible
heat flux, calculated for reservoir grid cells, the 8 grid cells surrounding the reservoir cell,
the 32 grid cells surrounding the reservoir cell and all land cells. Note that the latter three
curves are overlapping on the zero line, indicating the response is limited to the reservoir

grid cells.



Chapter 5

Implementing and evaluating a
reservoir parametrisation in a
global routing model for Earth
System Model coupling

Human-controlled reservoirs have a large influence on the global water cycle. While global hydro-
logical models use generic parametrisations to model human dam operations, the representation of
reservoir regulation is often still lacking in Earth System Models. Here we implement and evaluate a
widely used reservoir parametrisation in the global river routing model mizuRoute, which operates
on a vector-based river network resolving individual lakes and reservoirs. We develop an approach to
determine the downstream area over which to aggregate irrigation water demand per reservoir. The
implementation of reservoirs is evaluated by comparing to simulations ignoring inland waters, and
with reservoirs represented as natural lakes, using (i) local simulations for 26 individual reservoirs
driven by observed inflows, and (ii) global-scale simulations driven by runoff from the Community
Land Model. The local simulations show a clear added value of the reservoir parametrisation. In
the global-scale application, the implementation of reservoirs shows overall a similar performance
compared to the natural lake parametrisation. This lack of impact could be attributed to biases in
simulated river discharge, mainly originating from biases in simulated runoff from the Community
Land Model. Finally, the comparison of modelled monthly streamflow indices against observations
highlights that the inclusion of dam operations improves the streamflow simulation compared to ig-
noring lakes and reservoirs. This study overall underlines the need to further develop and test water
management parametrisations, as well as to improve runoff simulations for advancing the represen-
tation of anthropogenic interference with the terrestrial water cycle in Earth System Models.

This chapter is published as: Vanderkelen, 1., Gharari, S., Mizukami, N., Clark, M. P., Lawrence, D.
M., Swenson, S., Pokhrel, Y., Hanasaki, N., van Griensven, A., and Thiery, W.: Evaluating a reservoir
parametrisation in the vector-based global routing model mizuRoute (v2.0.1) for Earth System Model
coupling. Geoscientific Model Development, 15, 4163-4192.
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5.1 Introduction

The terrestrial global water cycle is fundamentally altered by human activities like ground-
water pumping, river water abstraction for irrigation, and the construction of large dams
(Oki and Kanae, 2006; Rockstrom et al., 2009; Wada et al., 2014). Worldwide, more than
45,000 large dams have been built to create reservoirs that provide hydropower, irrigation
or drinking water supply or are used for flood control (Lehner et al., 2011; Sterl et al.,
2020). Reservoir expansion since the 20" century impounded at least 8,300 km> of wa-
ter (Chao et al., 2008), counteracting global sea level rise by around 30 mm (Chao et al.,
2008; Frederikse et al., 2020) and redistributing heat contained within the world’s water
resources and increasing anthropogenic heat uptake by inland waters (Vanderkelen et al.,
2020a). By buffering seasonal river flow, reservoirs control more than half of the variability
in global surface water storage (Cooley et al., 2021) and can substantially alter the timing
and volume of natural streamflow (Doll et al., 2009). Today, more than 77% of global
rivers are human-regulated or are interrupted by dams, reservoirs or other infrastructure
(Grill et al., 2019). Therefore, accounting for reservoirs and dam operations is important
when assessing the seasonality of global streamflow and water availability (Nazemi and
Wheater, 2015a; Pokhrel et al., 2016).

Despite the clear human imprint on the terrestrial water cycle, Earth System Models gener-
ally do not yet account for human alterations to flow by dam operations in their component
land models (Pokhrel et al., 2016). Yet, to adequately understand human alterations to
flow, it is key to represent dam management in holistic modeling frameworks covering
all Earth system components (Nazemi and Wheater, 2015b; Pokhrel et al., 2016). Recent
efforts are beginning to address this limitation. For example, Zhou et al. (2020) coupled
the MOSART-WM, a river routing and water management model including reservoir op-
eration, to the land model of E3SM. Also in MIROC-INTEG-LAND, water management
modules have recently been incorporated in the land component of the MIROC Earth Sys-
tem Model, together with crop production, land ecosystem and land use modules (Yokohata
et al., 2020). Overall, these developments suggest that reservoir management could poten-
tially be considered in upcoming rounds of the Coupled Model Intercomparison Project
(CMIP; Eyring et al., 2016) or other multi-model assessments.

Due to their importance for water resource assessments, reservoir operations have long
since been represented in large-scale hydrological models, including catchment models
(e.g. Chawanda et al., 2020; Shin et al., 2019), water management models (e.g. Voisin
et al., 2013b,a) and Global Hydrological Models (GHMs; see Sood and Smakhtin (2015)
and Telteu et al. (2021) for a comprehensive overview). However, substantial variations in
operating rules and the lack of operational knowledge of reservoirs worldwide, necessitate
the use of generic parametrisations to describe reservoir operations (Pokhrel et al., 2016).
Such generic schemes are typically not designed to reproduce the daily operations of indi-
vidual reservoirs, but provide simple, yet widely applicable rules, mimicking human deci-
sions in regulating dams, to the extent possible. A wide range of approaches exist, which
can broadly be categorised into optimization-based methods (e.g. Haddeland et al., 2006),
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methods based on target storage and release (e.g. Burek et al., 2013; Yassin et al., 2019)
and inflow-and-demand-based methods (e.g. Wisser et al., 2010; Hanasaki et al., 2006). In
addition to these approaches, which do not require prior information on historical reservoir
operations, there are also a wide variety of reservoir models that use operational data for
specific reservoirs to develop general operational rules (e.g. Coerver et al., 2018; Zhao
et al., 2016; Ehsani et al., 2016), and extrapolate these empirical operating rules to data-
scarce reservoirs with similar operating purposes and hydrologic conditions (Turner et al.,
2021). For a comprehensive overview of the range of existing reservoir parametrisations,
their characteristics, advantages and disadvantages, the reader is referred to Pokhrel et al.
(2016); Yassin et al. (2019) and Gutenson et al. (2020).

Here, we evaluate the representation of reservoirs in the state-of-the art river routing model
mizuRoute (Mizukami et al., 2016, 2021), in view of its anticipated coupling in the Com-
munity Land Model (CLM), the land component of the Community Earth System Model
(CESM). The CLM modelling framework already accounts for historical reservoir con-
struction by including lake area expansion (Vanderkelen et al., 2021), but an explicit repre-
sentation of lake and reservoir water balance dynamics is currently lacking. We investigate
the effect of dam operations on river flow when using the parametrisation of Hanasaki et al.
(2006) in mizuRoute. Compared to other reservoir models, the Hanasaki parametrisation
has low data requirements (it only needs information on irrigation water demand and in-
stantaneous inflow), and it does not require prior knowledge (e.g. on future inflows, like the
schemes derived from the Haddeland et al. (2006) parametrisation) and can thus be used
instantaneously during a simulation. Moreover, due to its generic nature, the Hanasaki pa-
rameterization can be applied to every reservoir across the globe. Therefore, the Hanasaki
parametrisation has been widely used as a basis in large scale hydrological modelling stud-
ies (e.g. Biemans et al., 2011; Voisin et al., 2013a; Droppers et al., 2020; Doll et al., 2009;
Hanasaki et al., 2008; Pokhrel et al.; Shin et al., 2019).

In contrast to previous studies, we evaluate the implementation of the Hanasaki et al. (2006)
parametrisation in a global river routing model that operates on a vector-based river net-
work, mizuRoute. To provide seasonal irrigation demand per reservoir, we develop an
irrigation topology, which defines the area over which the water demand is aggregated for
an individual reservoir, based on the river network topology and catchments. We evalu-
ate the added value of the Hanasaki et al. (2006) parametrisation for reservoir outflow and
storage modelling in a stand-alone mizuRoute simulation that uses reservoir observations
as input, and compare results to a simulation using the natural lake outflow parametrisation
of Doll et al. (2003). Next, both parametrisations are evaluated using mizuRoute in a global
routing-only application with runoff input from CLM to evaluate the capability to repre-
sent outflow and storage at individual reservoirs and to capture long-term trends in monthly
streamflow indices. Our modelling framework enables us to identify biases in runoff from
CLM by comparing previously not modelled variables (e.g. reservoir outflow and stor-
age) to observations. Finally, we explore new avenues for future model development and
towards coupling within CESM. This study provides an essential step towards incorporat-
ing human water management and reservoir dynamics in a coupled Earth System model,
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which enables investigating complex interactions between climate change, human water
management and natural systems in an integrated, holistic framework. In addition, includ-
ing reservoir operations in CLM will allow to study the potential of water management
strategies to mitigate climate change impacts on water resources.

5.2 Modelling framework

5.2.1 mizuRoute

The vector-based routing model mizuRoute is designed to use runoff provided by hydro-
logical models or land models and simulate spatially distributed streamflow (Mizukami
etal., 2016, 2021). The routing is performed in two steps: first, basin runoff is routed from
the hillslopes to the river reach with a gamma distribution based unit-hydrograph. Then,
the water is routed downstream through the river channel network, using either an impulse
response function (IRF) or a kinematic wave tracking (KWT) routing scheme (Mizukami
et al., 2016). In stand-alone applications, mizuRoute internally remaps the gridded runoff
provided by the land model or hydrological model to the basin defined in the vector-based
river network. In continental or global applications, mizuRoute provides a spatial decom-
position of the river networks to allow for parallel routing computations (Mizukami et al.,
2021). Natural lakes and reservoirs are integrated in the vector-based river network as hy-
drological features with additional parameters including information on the characteristics
of the lake and/or reservoir, like maximum capacity (Gharari et al., 2022). This approach
allows the lake and reservoir water balance to be modeled using data on precipitation and
evaporation from the water surface, in combination with parametrisations providing infor-
mation on the releases, including both natural outflow and regulated discharge. For this
study, the IRF routing scheme was used for river channel routing that produces the dis-
charge into lakes and reservoirs.

5.2.2 Lake and reservoir parametrisations

Gharari et al. (2022) introduces parametric lake and reservoir implementations in mizuRoute
to simulate lake and reservoir outflow. Natural lakes are modelled as linear reservoirs using
the parametrisation of D&l et al. (2003) (eq. 5.1) which resolves daily outflow (Qyqi1y in
m?3 s1), as a function of current active lake storage (S in m?3) with a release coefficient k,
(taken constant at 0.01 s™') and the maximal lake storage capacity (S in m3). The expo-
nent in the parametrisation is determined based on the theoretical value of outflow over a
rectangular weir (Meigh et al., 1999).

1.5
Qdaily:kr's‘( S ) 5.1)

S max

In this study, we investigate the impact of implementing management of human-constructed
reservoirs and dam-controlled lakes with the parametrisation described in Hanasaki et al.
(2006). This algorithm minimizes intra- and inter-annual variability, while accounting for
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irrigation and other water demands, making a distinction between reservoirs used for irri-
gation and other purposes such as hydropower, flood control, navigation or water supply.
Irrigation reservoirs, which provide water for crops downstream, are characterised by a
distinct seasonal variability guided by the downstream irrigation water needs. Since with-
drawal periods do not necessarily coincide with high inflow periods, the parametrisation
explicitly takes into account the downstream irrigation demand in the intra-annual outflow.
The reservoirs with purposes other than irrigation are operated in the same way, aiming to
reduce intra- and interannual flow variability. Furthermore, the parametrisation differenti-
ates between "multi-year reservoirs" with high storage capacity compared to their annual
inflow, and "within-a-year reservoirs", defined as reservoirs with annual inflow values that
are more than half of the storage capacity. "Within-a-year reservoirs" carry the inflow sea-
sonality in their outflow values to compensate for potential overflow and storage depletion,
while "multi-year reservoirs" aim to maintain a constant outflow (Hanasaki et al., 20006).

Below, we outline the parametrisation as described in Hanasaki et al. (2006) and specify
how it is implemented in mizuRoute. The parametrisation uses operational years, which
are unique to every reservoir and different from the calendar year. The operational year
starts on the first day of the month in which the multi-year monthly inflow drops below
the annual inflow (Hanasaki et al., 2006; Haddeland et al., 2006). Then, at the start of
the operational year, the monthly target release is determined based on the purpose of the
reservoir. For non-irrigation reservoirs the monthly target release Qyarger (m3 s7) is taken
as the annual mean inflow Lyeq, (m> s7'; eq. 5.2).

Qtarget = Imean (5.2)

For irrigation reservoirs, the target release is calculated by equation 5.3,

Dy, ;
0.1-5y; +0.9 hyean - Doean. if Dywean > B - Imean

Imean + D — Diean , otherwise

Qtarget = (5.3)

with I, (m? s!) the mean monthly inflow for the corresponding month, 1,04y (m? s1) the
mean annual inflow, D,, (m® s™') the mean monthly irrigation water demand for the cor-
responding month, D, (m? s71) the mean annual irrigation demand and B, a coefficient
representing the minimum release to meet environmental requirements (here 3=0.9, leav-
ing 10% of annual mean flow available to meet environmental requirements). Following the
adjustments of Biemans et al. (2011) to the original Hanasaki et al. (2006) parametrisation,
we only account for irrigation water withdrawal, while neglecting domestic and industrial
water use. In addition, we also apply a minimum environmental flow requirement of 10%
of mean annual inflow, instead of 50% used by Hanasaki et al. (2006) to ensure enough
water is retained in the reservoirs during low-flow months to meet the irrigation demands
(Biemans et al., 2011).

The actual release depends on how full the reservoir is at the start of the operational year,
determined by the release coefficient (E,, eq. 5.4), giving the ratio between the reservoir
storage at the start of the operational year (S;;, m?) and the maximal storage capacity (Syqx,
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m?), scaled with o (set constant at 0.85). This coefficient quantifies the share of the total
storage that is considered active storage, i.e. total storage excluding dead and emergency
storage.

Sini

= (5.4)
- Smax

.
The actual reservoir release (Quaity» m?> s71) depends on the reservoir type ("multi-year" or
"within-a-year", defined by the capacity ratio ¢ (given by Syax/Inean), and is calculated by
eq. 5.5.

) Er OQrarger , if ¢ > 0.5 (multiyear reservoir)
Quaity = (0‘—5)2 “Er- Qrarger + {1 - (0‘—5)2 } Laaity > 1if ¢ < 0.5 (within-a-year reservoir)
(5.5)
In this study, we prescribe the seasonal cycles for monthly mean inflow and demand based
on naturalized simulations, but the implementation allows for transitioning from prescribed
values to modelled mean inflows and demands over the last 5 years, similar to the approach
of Biemans et al. (2011); Droppers et al. (2020). Using time-varying inflows and demands
allows the model to respond to climatological changes when determining reservoir release,
which is a capability that is particularly relevant in the context of climate change stud-
ies. When the reservoir storage drops below the dead storage level, defined as 10% of
the maximal reservoir storage, no water is released. When the simulated storage exceeds
the maximal reservoir capacity, the surplus is released as spillway overflow. Hence, the
calculated reservoir release is required to be between these two constraints so as to keep
reservoir storage within realistic limits.

5.2.3 Irrigation topology

The Hanasaki et al. (2006) parametrisation for irrigation reservoirs requires mean monthly
irrigation water demand per reservoir as an input. Previous studies with grid-based river
models defined the dependent area of a reservoir by number of cells downstream either to
the next reservoir, the river mouth, a predefined maximum number of downstream cells
(e.g. 5 cells at 0.5° or 10 cells at 1°, corresponding to the typical distance that river water
travels within a month, DOoIl et al., 2009; Hanasaki et al., 2008), or grid cells which are
located at a predefined threshold distance from the main river reach (e.g. 200 km or 2°
Biemans et al., 2011; Voisin et al., 2013a). A vector-based river network, in contrast, needs
a reservoir dependency database (‘irrigation topology’), which provides for each reservoir
the river segments and corresponding hydrological response units (HRUs) to which it sup-
plies irrigation water.

When multiple reservoirs serve the same HRU, the irrigation topology should also include
the share of the different reservoirs in meeting the water demand of the individual HRU.
The total water demand of a reservoir is then calculated by taking the weighted sum of the
irrigation demands of HRUs, which are dependent on that specific reservoir. The spatial
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representation of rivers and reservoirs in a vector-based river network (lines and polygons)
has a closer correspondence to reality than in grid-based river networks.

Here, we develop a global irrigation topology based on simple rules, in line with other
large-scale hydrological models. Our approach utilizes the topological relation provided
in the vector-based river network topology as well as the bottom elevation of each HRU.
First, the reservoir for which the calculations will be done is selected and the corresponding
segment on the river network is localised. Then, the downstream river segment for which
the reservoir influence ends is determined based on a distance threshold along the main
stem (here taken at 700 km). If the river mouth or another reservoir is located within this
distance threshold, their corresponding segments are chosen as the ending segment. All
HRUs corresponding to the segments along the main river stem and first order tributaries
are added to the dependency data set. Third, the HRUs of all higher order tributaries below
a threshold river length from the main stem (here taken at 100 km), are added. Finally,
the HRUs with higher bottom elevation than the reservoir segment are excluded, to avoid
cases where irrigation water would be transported uphill. This HRU selection procedure is
showcased for the Island Park reservoir of the Snake river basin in Fig. 5.1a. The selection
routine is repeated for every reservoir in the river network. For HRUs with two or more
dependent reservoirs (Fig. 5.1b), the demand is distributed among the reservoirs along their
ratio of the maximum storage capacity, following the approach of Haddeland et al. (2006)
and Voisin et al. (2013a). Finally, the irrigation topology is used to derive the total irriga-
tion demand for every reservoir based on the HRU irrigation water demands for every time
step (Fig. 5.1c).

a HRUs depending on Island Park b Number of providing reservoirs c Irrigation water demand
Jackson Lake
135 10° m*/year

Island Park
. Island Park
366 10° m’lyear ———

Outlet j/

Palisades
Blackfoot 1288 10° me/year
135 10° m’/year

113 112°W 111°V 110°V

Figure 5.1: Illustration of the irrigation topology for the Snake River basin (with basin
outlet taken at American Falls reservoir, ID, United States of America). Selection of river
segments and corresponding downstream HRUSs of the Island Park reservoir (panel a),
number of reservoirs supplying water to each HRU (panel b), total irrigation water de-
mand per HRU and reservoir, calculated using the irrigation topology (panel c). Reservoir
locations from GRanD, river network from HDMA and irrigation demand remapped from
a gridded CLM simulation (see section 5.3.2).
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Figure 5.2: Schematic representation of the modelling workflow for the global-scale
mizuRoute application, using input data and parameters based on Community Land
Model (CLM) simulations. LHF refers to latent heat flux.

5.3 Simulation setup

The lake and reservoir parametrisations in mizuRoute are evaluated both in a local and
global setting. By using observed streamflow values as forcing, the local mizuRoute appli-
cation allows for direct evaluation of the implementation of the different outflow schemes.
In the global-scale mizRoute application, outlined in Fig. 5.2, the reservoir schemes are
embedded in global-scale routing simulations that receive forcing fields directly from the
land model.

5.3.1 River network topology

The Hydrologic Derivatives for Modeling and Applications (HDMA; Verdin, 2017) is a
vector-based river network based on HydroSHEDS, GMTED2010 and SRTM DEMs and
entails 295,335 river reaches and HRUs, with a scale of 250 km? (the minimum upstream
area to define the start of a river reach). Lakes are included on the HDMA river network by
geo-referencing lake polygons of the HydroLAKES dataset (Messager et al., 2016) with a
surface area larger than 10 km? to their corresponding river reaches (Gharari et al., 2022).
The lake polygons from the HydroLAKES dataset are linked to the Global Reservoir and
Dam dataset (GRanD; Lehner et al., 2011) which provides additional information about
reservoirs including maximum reservoir capacity and reservoir purpose. Based on this
information, a lake segment is classified as a reservoir if it is present in GRanD (including
both man-made reservoirs and dam-controlled lakes). Of the 7250 reservoirs available in
GRanD, 1773 are included in the river network, based on the corresponding polygon in
HydroLAKES resolved on the river network, of which 484 are categorized as irrigation
reservoirs. Likewise, every reservoir is resolved individually on the river network.
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5.3.2 Land model forcing

We conducted a global land-only simulation with the Community Land Model (CLM;
Lawrence et al., 2019b) that receives prescribed meteorological conditions from the Global
Soil Wetness Project (GSWP3; http://hydro.iis.u-tokyo.ac.jp/GSWP3/
see also Lawrence et al. (2019b)) and prescribed vegetation phenology from MODIS (IHist-
CIm5SP component set). The simulation is run on a 0.5° by 0.5° grid, for the period
1961-2015 (including 5 years for spin up). The simulation is conducted with the updated
lake and reservoir mask based on HydroLAKES and GRanD as described in Vanderkelen
et al. (2021) and the default irrigation algorithm, without constraints on water availability.
Therefore, simulated grid cell irrigation water withdrawal corresponds to the total irrigation
water demand of the grid cell. The daily simulated gridded runoff is directly used as input
to mizuRoute, and remapped to the river network catchments using the first-order conserva-
tive remapping method within mizuRoute. Furthermore, the precipitation and evaporation
over lakes and reservoirs, necessary for their water balance, are also provided by CLM and
remapped to the individual reservoir segments within mizuRoute. Precipitation is directly
provided, while lake evaporation is calculated in an intermediate processing step, that is,
by converting the latent heat flux at the lake ‘land unit’ level to evaporation using the latent
heat of vaporization (2.501 -10° J kg™).

5.3.3 Parameters of the outflow parametrisations

All parameters required for the lake and reservoir schemes are provided through the net-
work topology (Appendix Table 5.1). Maximum reservoir capacity and the reservoir pur-
pose are both provided by the attributes from GRanD. Only the reservoirs for which GRanD
assigns irrigation as the main purpose are categorized as irrigation reservoirs in mizuRoute.
At the start of the simulation, the initial storage is set at the maximal storage capacity. In
the local mizuRoute simulations, monthly mean inflow values are calculated based on ob-
served inflows according to their availability (Appendix Table 5.1). For the global-scale
mizuRoute simulations, monthly mean inflow values per reservoir are obtained from a
mizuRoute simulation with only natural lakes using the D6ll et al. (2003) parametrisation
for the period 1979-2000. For both the local- and global-scale simulations, mean monthly
irrigation water demands per reservoir are calculated based on the gridded CLM simulation
for the same period. The gridded demands are first remapped to the HRUs of the vector-
based river network, and subsequently the irrigation topology described in section 5.2.3
is applied, using dependency thresholds of 700 km (maximum downstream distance along
the main river stem), and 100 km (maximum distance along tributaries from the main river
stem).
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5.3.4 mizuRoute simulations

First, local mizuRoute simulations are conducted for 26 individual reservoirs, using ob-
served reservoir inflows as input forcing (section 5.4.1, appendix table 5.2). Reservoir
outflow is either modelled as a natural lake with the D6ll et al. (2003) parametrisation
(hereafter denoted as NAT), as a human-operated reservoir with the Hanasaki et al. (2006)
parametrisation (DAM) or as run-of-the river assuming there is no reservoir, using ob-
served inflow as outflow (NOLAKES). To evaluate the use of the Hanasaki et al. (2006)
parametrisation for irrigation reservoirs in particular, additional simulations are conducted
with all reservoirs considered as non-irrigation reservoirs (DAM_NOIRR). Simulations are
performed at daily time step, but compared to observations according to the observational
time steps (daily for 18 reservoirs and monthly for 8 reservoirs).

Second, four global-scale mizuRoute simulations are conducted on a daily time step us-
ing the HDMA river network topology, gridded runoff from CLM and the IRF-UH routing
method. Similar to the local simulations, four simulation types are performed. The first
uses the Dol et al. (2003) parametrisation for all reservoirs and lakes on the river network
(NAT). The second simulation (DAM) uses the parametrisation of Hanasaki et al. (2006) for
reservoirs and dam-controlled lakes, in addition to D&l et al. (2003) for the natural lakes.
Third, all lakes and reservoirs are treated as normal river segments (NOLAKES). Finally,
an additional simulation is performed, similar to DAM but with all reservoirs considered
as non-irrigation reservoirs (DAM_NOIRR). Comparing this simulation to the DAM sim-
ulation allows us to asses the added value of accounting for irrigation water demand using
our irrigation topology. Every simulation is conducted for the period 1979-2000, of which
the two first years are considered spin up and are excluded from the analysis.

5.4 Evaluation data sets and metrics

5.4.1 Local reservoir observations

Observations for reservoir inflow, outflow and storage are retrieved from the data set of
Yassin et al. (2019), including information on 37 reservoirs worldwide assembled from
different sources. We use a subset of 26 reservoirs from this dataset, corresponding to the
reservoirs that could be located on the HDMA river network, and thus are modelled in our
mizuRoute simulations (Table 5.2). Due to data availability, these reservoir observations
are not evenly distributed over the globe (Fig. 5.6). The dataset provides daily inflow, stor-
age and outflow observations for 18 reservoirs, and monthly observations for the remaining
6 reservoirs. To evaluate the global mizuRoute simulations, we complement the reservoir
observations from Yassin et al. (2019), with the ResOpsUS historical reservoir data set for
the contiguous United States (Steyaert et al., 2022). Of the 679 reservoirs in the dataset, we
use a subset of 32 reservoirs for which both outflow and storage observations are available
within the simulation period, and that are resolved on the employed HDMA river network.
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5.4.2 Global streamflow indices: observations from GSIM

The Global Streamflow Indices and Metadata archive (GSIM) is a worldwide collection of
indices derived from more than 35,000 daily streamflow time series (Do et al., 2018). The
dataset provides quality controlled time series indices on yearly, seasonal and monthly reso-
lution compiled from 12 databases with daily streamflow, including both research databases
and national databases (Do et al., 2018; Gudmundsson et al., 2018). Here, we use the
following indices, all on a monthly time scale: mean daily streamflow (MEAN; m? s™!),
standard deviation of daily streamflow (SD; m> s™!) and the minimum and maximum daily
streamflow (MIN and MAX, m? s'!). We only use stations that are located on the river net-
work, based on the coordinates of the stations. First, the stations with suspect coordinates
are excluded. Then, we select all stations with observation periods overlapping the sim-
ulations period (1981-2000) and within a 0.002° spatial error tolerance limit on the river
network (10,233 stations). Finally, only stations less than 200 km downstream of a simu-
lated reservoir are kept. This is results in 406 GSIM stations used in the analysis.

5.4.3 Global G-RUN runoff reconstructions

We evaluate CLM runoff using the global runoff reconstruction from the G-RUN ENSEM-
BLE (Ghiggi et al., 2019, 2021). G-RUN provides monthly runoff rates on a 0.5° grid for
1971-2010, based on upscaled river discharge using a machine learning algorithm (Ghiggi
etal., 2019). The G-RUN ENSEMBLE extends the original G-RUN based on GSWP3 with
21 different atmospheric datasets (Ghiggi et al., 2021). In this study, we use the ensemble
mean averaged for 1971-2000.

5.4.4 Evaluation metrics

Simulated time series are compared to observations for their corresponding periods us-
ing the Kling Gupta Efficiency (KGE; Gupta et al., 2009) and the absolute percent bias
(PBIAS; eq. 5.6).

Lii|mi—oi
i—10i

with n the number of observations m and o the simulated and observed series, respectively.
To investigate the role of the different components, we use the KGE following eq. 5.7
(Gupta et al., 2009).

2 2
KGE—1—\/(r—1)2+(G’"”"—1> +(M—1> 5.7)
Oobs Hobs

with r the linear correlation between simulated and observed values, (;’”Z" , the ratio of mod-

elled and observed standard deviation, representing the variability error, and £ ’"Z"’ , the ratio
of the modelled and observed means, representing the mean bias. Following Knoben et al.
(2019), KGE values above -0.41 are considered better model performance compared to the
mean flow benchmark.

|PBIAS| = (5.6)
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5.5 Results

5.5.1 Local mizuRoute simulations

The local mizuRoute simulations with observed daily reservoir inflows enable directly
comparing the different outflow parametrisations and run-of-the river conditions (Fig. 5.3).
For outflow, the DAM simulation produces the highest KGE scores for 12 of 26 reservoirs
(Fig. 5.3a), while the NAT simulation performs best for 8 reservoirs. The NOLAKES sim-
ulation typically yields good skill for reservoirs with a low capacity ratio, where outflows
are strongly influenced by inflow seasonality as their storage capacity is small compared
to the annual mean inflow (upper half of Fig. 5.3a, appendix Figs. 5.82 and 5.83). For
all simulations, the performance of simulated outflow decreases with increasing reservoir
capacity ratio, apart from a few exceptions.

For storage, the DAM simulation outperforms NAT for most reservoirs (18 out of 26; Fig.
5.3b, appendix Figs. 5.82 and 5.83), with a median KGE of 0.4 compared to 0.08. Es-
pecially for reservoirs with a high capacity ratio, DAM shows notably higher KGE val-
ues compared to NAT. This demonstrates the added value of the Hanasaki et al. (2006)
parametrisation in minimizing the inter-annual outflow variability for reservoirs with a high
capacity ratio. The individual time series of modelled storage show systematic over- and
underestimation for the Glen Canyon, Amistad and Navajo reservoirs, with excessive out-
flow values indicating the reservoir reached its maximum capacity (appendix Fig. 5.82 and
5.83). In our modelling workflow, the maximum storage capacity is provided by GRanD
for all reservoirs on the river network, and therefore these systematic storage biases may be
caused by discrepancies between the real reservoir capacity and those reported in GRanD
(e.g. for the Navajo reservoir, GRanD reports a maximum capacity of 1278 -10°® m?, while
the US Board of Reclamation reports a capacity of 2107 -10° m?, which better corresponds
to the observations).

The comparison of the DAM with the DAM_NOIRR simulations for irrigation reservoirs
reveals that accounting for irrigation only has a limited effect in the current implementation,
except for Oldman, St-Mary, Nurek, Sirikit and Bhumibol reservoirs, where accounting for
irrigation demands improves the outflow simulation (appendix Figs. 5.81 and 5.82). For
example, Bhumibol and Sirikit are multi-year irrigation reservoirs with a clear irrigation
signature in their observed outflow seasonality, as they buffer water during the high-flow
season to release for irrigation during the low-flow season (Hanasaki et al., 2006). The
simulated annual outflow cycle for the Sirikit reservoir shows slightly increased outflows
during the low-flow season (February-May) for the original Hanasaki parametrisation com-
pared to Hanasaki without irrigation demands (Fig. 5.82). The limited added value of
accounting for irrigation demands for the 12 irrigation reservoirs suggests that reservoir ir-
rigation demands are likely underestimated in this modelling framework (see section 5.6.2).
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Figure 5.3: Evaluation using Kling-Gupta Efficiency (KGE) of the (Hanasaki et al., 2006,
; DAM) and (Dol et al., 2003, ; NAT) parametrisations with observed inflows, and using
inflow as outflow (assuming there is no lake; NOLAKE) against observed outflow (panel
a) and observed storage (panel b) using observations from Yassin et al. (2019). The reser-
voirs are ordered from low to high capacity ratio, defined as the ratio between the mean
annual inflow and storage capacity (see Table 5.2).
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5.5.2 Global-scale mizuRoute simulations: evaluation with reservoir
observations

The evaluation using the Yassin et al. (2019) dataset shows that overall, the global-scale
mizuRoute simulations are substantially worse than the simulations using observed inflows,
with median KGE values for outflow of -0.29, -0.29 and -0.35 for the DAM, NAT and NO-
LAKES simulations, respectively (Fig. 5.4b). Most reservoirs have negative KGE scores,
and for four out of 26 reservoirs all simulations are outperformed by the mean annual flow
benchmark. In terms of percent absolute bias for outflow, the difference between the DAM
and NAT is very small or negligible for more than half of the reservoirs (Fig. 5.4a). This
is also visible in the small differences between simulations in the bias term of KGE, in
particular for DAM and NAT (Fig. 5.84b). For correlation, the NAT simulation has the
best skill for 15 of 21 reservoirs, with highest correlations for reservoirs with low capacity
ratios (Fig. 5.84c). The added value of using the Hanasaki et al. (2006) parametrisation for
reservoir storage is less apparent in the global-domain mizuRoute simulation, as the DAM
simulation outperforms the NAT simulation for 10 of the 21 reservoirs for absolute percent
bias and KGE (Fig. 5.5). Consistent with the observation-driven local simulations, the
global-domain DAM simulation performs systematically better for reservoirs with a high
capacity ratio, and in most cases better than NAT. These findings are generally confirmed
by the evaluation with the ResOpsUS reservoir observations, where the DAM outperforms
the NAT simulation for 13 of the 32 reservoirs (Fig. 5.85).

While in the local mizuRoute application, the DAM simulation outperforms the NAT and
NOLAKES simulations for most reservoirs, especially for storage, this is not the case in the
global-domain mizuRoute simulations. The main cause for these discrepancies are biases
in the simulated reservoir inflow, which could be originating from biases in the simulated
runoff from CLM or from small reservoirs upstream and their dam operations which are
not resolved in the HDMA river network, with the resultant streamflow alterations not
included in the river flow. For 15 of the 21 reservoirs in the dataset, however, there is at
least one upstream reservoir resolved in the HDMA river network, as only 6 reservoirs have
no upstream reservoir resolved (Trinity, Navajo, Oldman, Seminoe, Sirikit and St-Mary).
The same pattern is found when comparing simulated storage to the observed storage from
the ResOpsUS dataset (Fig. 5.86). The next section therefore focuses on the biases in
simulated inflow and runoff.
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Figure 5.4: Performance of the global-domain mizuRoute simulations for outflow com-
pared to reservoir observations using absolute percent bias (IPBIASI; panel a) and Kling-
Gupta Efficiency (KGE; panel b)
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Figure 5.5: Performance of the global-scale mizuRoute simulations for storage compared
to reservoir observations using the absolute percent bias (IPBIASI; panel a) and Kling-
Gupta Efficiency (KGE; panel b).



5.5. RESULTS 115

5.5.3 Inflow and runoff bias of CLM forcing

The comparison of simulated spatially distributed runoff from CLM with the global recon-
structions of G-RUN reveals substantial biases (Fig. 5.6). The mean annual runoff bias
is +0.077 mm day!, but regionally large differences exist: runoff is overestimated in the
northwestern Amazon, West Africa, large parts of China, West India, Japan, and to a lesser
extent in central US and the European mainland. CLM underestimates runoff in the tropi-
cal rainforest areas of central Amazonia and the Congo basin, and in mountain areas, like
the Pakistani mountain ranges, the European Alps, the Rocky Mountains in the US and
Canada, the northern part of the Andes and the Southern Alps in New Zealand.

As 20 reservoirs in the dataset are located in the Central and Western parts of the Contigu-
ous United States and Canada, we focus on these regions to compare runoff and reservoir
inflow seasonality to observations (Fig. 5.7). In the plains, runoff is generally slightly over-
estimated, while in the mountainous areas like the Rocky Mountains, Sierra Nevada and
Cascade Range mean annual runoff is substantially underestimated (Fig. 5.7a). Via flow
routing, these runoff biases translate into streamflow biases (Fig. 5.7b-s).

Overall, the simulated streamflow deviates from the observed seasonal cycles in terms of
absolute bias, timing of the high flows and amplitude. The deviations can thereby roughly
be grouped in four categories of reservoirs. First, for large reservoirs like Amistad and
Falcon International on the Rio Grande, and Garrison and Oahe on the Missouri river (Fig.
5.7h-k), mizuRoute (forced with CLM output) largely overestimates the observed inflows
(up to +1434 % for Falcon). For these reservoirs the upstream flows are highly regulated by
dam operations and the positive inflow biases are therefore likely originating from unrep-
resented upstream dam operations (Shin et al., 2019) or from positive biases in simulated
runoff (see discussion section 5.6.1). Other reservoirs have inflows highly controlled by
snow melt, with their headwaters in the Rocky Mountains (Flaming Gorge, Navajo, Pal-
isades, American Falls and Glen Canyon reservoir; Fig. 5.7n, I, r, q, m). For most of
these reservoirs, the annual peak in inflow, likely coming from snow melt, is simulated 2-3
months too early (March-April-May) compared to the peak in observed inflows (June-July-
August). This is also the case for the small within-a-year reservoirs in the Canadian Rocky
Mountains (Oldman, Saint-Mary and Ghost reservoirs; Fig. 5.7b, ¢, s). These biases in
runoff timing could potentially be related to unresolved topography in these coarse resolu-
tion simulations. For the mainly rain-fed Oroville and Trinity reservoirs (Fig. 5.70, p), the
release period is simulated too early in the year. Finally, some Canadian reservoirs, like
E.B. Campbell show only little variation in storage, which could in part be explained by
the linkages of these reservoirs with lake and swamp systems.
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These inflow discrepancies point at deficiencies in the simulated runoff, as the compari-
son of spatially aggregated runoff from CLM versus G-RUN over the reservoir catchments
show similar patterns (not shown). Moreover, local systematic biases in runoff are aggre-
gated over the catchment and result in magnified inflow biases. Previous research showed
that the runoff inputs are a more important bias source for river discharge in mizuRoute
compared to the river network and routing scheme when analysed on monthly time steps
(Mizukami et al., 2021). Also in other large-scale hydrological models, annual river dis-
charge show broad range of values and large differences in runoff ratios among different
models (Masaki et al., 2017; Haddeland et al., 2011).

The inflow biases are adversely affecting the skill of the reservoir parametrisation in the
global-domain mizuRoute simulations compared to the local applications, especially for
reservoir storage. We therefore anticipate that when the runoff simulations are improved
within the driving land model, in this case CLM, improved results can be expected also in
global-scale mizuRoute simulations. Therefore, we focus on comparing the DAM simula-
tion to the NOLAKES simulation in the remainder of this paper.

Mean Runoff Bias (CTSM-GRUN)
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Figure 5.6: Mean runoff bias of CLM, compared to G-RUN for the period 1971-2000.
Black circles indicate the reservoirs used from the Yassin et al. (2019) data set.
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5.5.4 Global-scale mizuRoute simulations: evaluation for global stream-
flow indices

We evaluate the global impact of accounting for dam operations on long-term river dis-
charge by comparing the skill of the DAM with the NOLAKES simulation for observed
monthly streamflow indices from the GSIM archive (Fig. 5.8). In general, the DAM sim-
ulation shows improved skill compared to the NOLAKES simulation (Fig. 5.8e-h), with
a median absolute percent bias for mean flows of 72 % compared to 81 %. The improve-
ment is particularly strong for the standard deviation, with a mean absolute percent bias
of 187 % for NOLAKES compared to 100 % for DAM, indicating an improvement of the
total streamflow variability (Fig. 5.8c). This is not surprising, as reservoir operations typ-
ically minimize streamflow variability (Hanasaki et al., 2006). For high floods, the DAM
simulation outperforms NOLAKES (79 % compared to 114 % mean absolute bias), with
the best improvements in Canada, Western United States and Central Africa (Fig. 5.8e).
Finally, for low floods, the overall improvement is smaller, with a mean absolute bias of
79 % for DAM compared to 91 % for NOLAKES, with the latter providing remarkably
better results in India and southwestern USA.

Comparing the DAM and NAT simulations, it is remarkable that NAT shows the best skill
for monthly standard deviation (Fig. 5.8f and appendix Fig. 5.88c), which could point at
a better buffering of the biased river streamflow by the natural lake scheme of Doll et al.
(2003). This corresponds to the findings of the global-scale mizuRoute evaluation to indi-
vidual reservoirs observations (section 5.5.2). As the Hanasaki et al. (2006) parametrisa-
tion mainly depends on mean annual and monthly inflows, it suffers from the inflow biases,
while the natural lake parametrisation of D6ll et al. (2003) mainly attenuates the incoming
inflow. In India and in southeastern US, daily low flows are better represented in the NO-
LAKES simulation (Fig. 5.8d). Overall, the difference between NAT and DAM is small
compared to the difference between not representing lakes and representing lakes. On aver-
age, NAT is outperforming DAM for the mean, standard deviation and monthly maximum
indices. For low flows however, DAM shows the best performance, with a median abso-
lute percent bias of 90 % for the NAT simulation compared to 79 % for DAM (Fig. 5.8h).
Especially in India and in southern Africa, the DAM simulation shows substantially higher
skill in representing low flows (appendix Fig. 5.88).
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Figure 5.8: Performance of global-scale mizuRoute simulations for streamflow indices of
GSIM. Added value in absolute percent bias of accounting for reservoirs (DAM) over
simulations without lakes or reservoirs (NOLAKES) (IPBIASIpam-IPBIASINOLAKES)

for monthly mean streamflow (MEAN; panel a), monthly streamflow standard deviation
(SD; panel b), monthly maximum streamflow (MAX; panel ¢) and monthly minimum
streamflow (MIN; panel d). Note the non-linear colorbar scale. Inset panels (e-h) show
the IPBIASI for the simulation without lakes (NOLAKE), with only natural lakes (NAT)
and accounting for reservoirs (DAM). Only GSIM stations on the river network, maxi-
mum 200 km? downstream of a reservoir and with observations in the simulation period
are included.

5.6 Discussion

5.6.1 Reservoir parametrisation and river network

The deterioration in skill of the Hanasaki et al. (2006) parametrisation relative to natu-
ral lakes when using simulated inflow, indicates a larger sensitivity of the Hanasaki et al.
(2006) scheme to inflow magnitude and timing, which exacerbates the bias. The parametri-
sation of Hanasaki et al. (2006) is designed to provide generic operational rules, rather
than observation-driven release rules for individual reservoirs (Turner et al., 2020). These
generic rules likely exacerbates bias at some of the reservoirs. However, individual calibra-
tion could improve simulated releases of modelled reservoirs. Especially for highly regu-
lated rivers with a series of cascading reservoirs, calibration schemes of upstream reservoir
releases could improve the modelled river streamflow (Shin et al., 2019). However, prior
to conducting such parameter calibration, it would be advisable to first reduce biases in the
reservoir inflows as simulated by CLM (section 5.6.3).
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The overestimated inflow for reservoirs with highly regulated upstream flows, like Amis-
tad and Falcon International on the Rio Grande (Fig. 5.7j-k), is likely due to unresolved
reservoirs upstream. For example, only 6 of the 23 dams and water diversions on the Rio
Grande are resolved within the current river network, which could be attributed to the fol-
lowing reasons. First, cascade systems and run-of-river dam infrastructures (e.g. Leasburg
and Isleta dams on the Rio Grande), which control the river flow but do not store water, are
generally not included in GRanD and therefore are not in the river network. Second, several
dams and associated reservoirs are not on the stream network due to the network resolution
(e.g. the remote Platoro reservoir on the Conejos river). Third, reservoirs smaller than the
area threshold of 10 km? are not included on the river network (e.g. Sumner reservoir).

These issues could be accommodated by the use of higher resolution stream networks on
which more reservoirs would be resolved, like the Multi-Error-Removed-Improved-Terrain
(MERIT) Hydro network which is derived from a global DEM at 3 arcsec resolution
(~90 m; Yamazaki et al., 2019). An accurate high-resolution DEM is important to im-
prove the reservoir representation and release, as has been shown by Shin et al. (2019).
The choice of river network proves however to be less important compared to the runoff
input from the land model for global-scale river flow simulations without lakes and reser-
voirs (Mizukami et al., 2021), so accounting for and reducing runoff biases remains an
essential step. Finally, to account for run-of-river dams, the GRanD database could be up-
dated or complemented by other data sources like the Global Georeferenced Database of
Dams (GOODD; Mulligan et al., 2020).

The parametrisation of Hanasaki et al. (2006) is designed to provide generic operational
rules, rather than observation-driven release rules for individual reservoirs (Yassin et al.,
2019; Turner et al., 2020). In a recent study for CONUS and Canada, Turner et al. (2021)
showed that empirically derived reservoir operating rules based on historical reservoir op-
erations significantly improve release and storage simulations compared to the Hanasaki
et al. (2006) scheme, even when extrapolated to similar reservoirs without historical records
available. While such an approach provides promising results, it is only tested with ob-
served reservoir inflows, and limited to regions where data-rich reservoirs can be repre-
sentative for the operation rules and hydrological conditions of data-scarce reservoirs. In
a coupled framework, the method would still propagate the inflow biases coming from the
driving model, but might have improved storage representation due to the targeted opera-
tion range (Turner et al., 2021). In the context of ESMs and future projections however,
generic methods allow to incorporate future climate changes and their impacts on the river
flows and irrigation demands on a global scale.

5.6.2 Irrigation demand and topology

The local mizuRoute simulations showed only small differences in outflow values for the
DAM and DAM_NOIRRIG simulations for irrigation reservoirs. Our results suggest that
the total irrigation water demand per reservoir is underestimated, and that there are also
potential biases in the irrigation seasonal cycle. These uncertainties are either originating
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from the irrigation topology, defining the area to which the reservoir water is allocated,
or from the gridded irrigation amounts simulated by CLM. Since applying the irrigation
topology with different thresholds (1000 km instead of 700 km downstream along the main
river stem and 200 km instead of 100 km along the tributaries) did not significantly improve
the irrigation demands, disparities in simulated irrigation amounts likely play a major role.

The irrigation module in CLM is calibrated with one free parameter based on global ob-
served irrigation water withdrawals from AQUASTAT (Thiery et al., 2017, 2020). It is
however possible that these country-based irrigation amounts are under-reported by indi-
vidual countries. In addition, while global crop calendar data exists to a limited extend (e.g.
Sacks et al., 2010), there is almost no information on timing and amount of global irrigation
water withdrawals to use for model evaluation. Yet, there are various possible pathways to
improve the simulation of irrigation water withdrawal, like differentiating irrigation tech-
niques applied in different regions around the world (Jagermeyr et al., 2015) and including
crop rotation and other agricultural management practices (e.g. Hirsch et al., 2017, 2018).
Furthermore, the use of remotely sensed soil moisture to estimate the amount and timing
of irrigation demonstrates promising results (Brocca et al., 2018; Zaussinger et al., 2019;
Massari et al., 2021; Lawston et al., 2017). Future improvements in the irrigation module
of CLM will likely lead to improvements in the simulated reservoir storage and release.

Apart from the uncertainties in gridded irrigation demands from CLM, there are several
opportunities to improve the irrigation topology routine. Here, we use the HDMA river
network topology and determine the HRUs contributing to reservoir water demand, using
simple rules based on distance and bottom elevation of river segments. However, more
detailed river networks, like MERIT-Hydro (Yamazaki et al., 2019) enable refining the
criteria. For example, MERIT-Hydro now includes more topological details such as the
Height Above Nearest Drainage index (Nobre et al., 2011; Gharari et al., 2011). Future
improvements of the irrigation topology could also account for water transfers, including
water diversion for irrigation at weirs (Hanasaki et al., 2021).

5.6.3 Runoff biases in CLM

The inflow biases shown in section 5.5.3 for the reservoirs in contiguous United States
and Canada, can be roughly subdivided into reservoirs where there is a bias in inflow
timing, and reservoirs where the inflow is largely overestimated, with some exceptions.
In our modelling framework, the biases in inflow timing for reservoirs with mountainous
headwaters could originate from the lack of a representation of high elevation snow pack,
and the associated timing of snow melt, in these relatively coarse resolution simulations.
Another potential source of uncertainty is the sensitivity of runoff simulations to the me-
teorological forcing providing biased timing and amounts of precipitation, especially in
high mountain catchments, which affect the runoff ratios. We tested these hypotheses by
running mizuRoute over the North-American domain using a high resolution CLM simula-
tion forced with North American Land Data Assimilation System NLDAS meteorological
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forcing on a high resolution grid (0.125°; appendix Fig. 5.87). These simulations did not
improve magnitude or timing of the inflow biases, so likely these uncertainties may be
coming from CLM’s representation of hydrological processes (e.g., the seasonal cycles of
snow accumulation and melt). For the large reservoirs with headwaters in the plains like
Falcon International and Amistad reservoir, a second reason for the large positive inflow
biases next to unresolved upstream river regulation, is the suspected underestimation of the
amount of irrigation water applied (section 5.6.2). In addition, CLM does not include water
abstractions for domestic and industrial purposes (Telteu et al., 2021), which would explain
the high bias in simulated streamflow.

There are several potential avenues for future model development that could potentially
reduce the model runoff and streamflow errors, especially the timing errors. Natural pro-
cesses related to snow accumulation and melt dynamics could be investigated and im-
proved. Ongoing work with the new representative hillslope model within CLM, which
now includes temperature and precipitation downscaling as well as the impacts of slope and
aspect on hillslope to lateral flow, could potentially help resolve early runoff peak biases
(Swenson et al., 2019). Felfelani et al. (2021) have also explored how explicit grid-to-grid
lateral flow can improve high-resolution CLM simulations. Additionally, CLM parameters,
which have previously been calibrated for evapotranspiration and gross primary production
(Dagon et al., 2020), could be calibrated for runoff as well.

5.6.4 Future work on representing reservoirs in a coupled Earth Sys-
tem Model

The modelling framework in this study is an application of the routing scheme mizuRoute
and the land model CLM, the land component of CESM, in which both models are em-
ployed in standalone mode. Prior to the simulation, mizuRoute remaps the gridded runoff,
gridded precipitation and lake tile evaporation of CLM to the vector-based river network.
In addition, the parameters needed for the Hanasaki scheme (table 5.1), like mean monthly
reservoir inflow and the initial release coefficient, are calculated in an intermediate process-
ing step before being used in the mizuRoute simulation. Finally, the mean monthly irriga-
tion demand per reservoir is calculated using the irrigation topology prior to the mizuRoute
simulation.

The coupling of mizuRoute to CLM and CESM will enable to directly route runoff from
the land to the ocean with a network-based routing mode, thereby accounting for stream-
flow alteration through dam operations. Future work on coupling the vector-based model
to the gridded land model will require an on-the-fly remapping step to communicate runoff
from the land model to the vector-based river network. As the water balance of natural
lakes and reservoirs is simulated within mizuRoute using precipitation and lake evapora-
tion from CLM, the coupling would also enable more realistic lake and reservoir water
balance dynamics to the Earth System Model, which were hereto not simulated (Gharari
et al., 2022; Vanderkelen et al., 2021; Mizukami et al., 2021).
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In addition to the water fluxes related to the lake and reservoir water balances, mizuRoute
will need the gridded irrigation water demand from CLM, which can be aggregated to indi-
vidual reservoirs using the irrigation topology. In a one-way coupling, mizuRoute will use
this irrigation demand seasonality to determine the dam release for irrigation reservoirs.
The two-way coupling of CLM and mizuRoute would ultimately allow for water to be ex-
tracted directly from the river for irrigation, thereby using runoff generated in upstream grid
cells. In this way, the actual availability of water for irrigation would be better represented.
To this end, the irrigation topology could serve as a blueprint for transporting irrigation wa-
ter across grid cells. Eventually, the coupled system will enable more accurately modelling
the human alteration of water resources globally in the present, and under different future
emission and socioeconomic scenarios.

5.7 Conclusions

In this study, we evaluate a reservoir parametrisation (Hanasaki et al., 2000) that we inte-
grated into the river routing model mizuRoute and assess how a simple treatment of human
dam regulation affects global streamflow simulations. To this end, we develop an irrigation
topology based on the vector-based river network that provides the area over which water
demand is aggregated for each individual irrigation reservoir. Local mizuRoute simulations
for 26 reservoirs using observed inflows demonstrate that the reservoir parametrisation has
added value compared to the natural lake scheme of Doll et al. (2003) for the simulation of
reservoir release and storage. The reservoir parametrisation shows high skill in simulating
reservoir storage, particularly for reservoirs with a multi-year storage capacity. The ben-
efits of accounting for irrigation demand seasonality appears to be limited in the existing
modelling framework, but this could be either due to a spatial sampling bias of reservoirs
with observations available or uncertainties in the simulated irrigation demand.

Biases in modelled river discharge, which can be attributed to runoff biases in CLM, pre-
vent strict validation with observations of the impact from reservoir operations. However,
monthly streamflow indices indicate that accounting for lakes and reservoir regulation does
appear to improve the representation of mean and high flows as well as flow variability,
even if the total amount and timing of runoff is biased.

Our results highlight the opportunities and challenges of global-scale reservoir and stream-
flow simulations, and provide an essential step for representing reservoirs in Earth System
Models and for incorporating human dam operations in global assessments of water re-
sources availability under present-day and future climates. This enables exploring the role
of different reservoir management strategies and priorities in altering water availability un-
der climate change. Moreover, modelling reservoirs in a coupled system will allow to more
accurately evaluate water availability for human consumption, irrigation and ecosystems,
while accounting for interactions between water management, atmospheric processes and
climate change drivers.
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Data and code availability

The reservoir dataset described in Yassin et al. (2019) is available at http://doi.or
g/10.5281/zenodo.1492043. The GSIM data can be found at https://do
i.pangaea.de/10.1594/PANGAEA.887477, while the G-RUN ENSEMBLE
reconstructions are available at https://doi.org/10.6084/m9.figshare.12
794075. The HydroLAKES dataset is available at https://www.hydrosheds.o
rg/page/hydrolakes, GRanD at http://globaldamwatch.org/ and the
HDMA dataset at https://www.sciencebase.gov/catalog/item/5910def
6edb0e541a03ac98c. The source code of mizuRoute (tag cesm-coupling.n00_v2.0.1)
is publicly available at https://github.com/ESCOMP/mizuRoute and CLM5.0
is available through the Community Land Model (CLM) repository: https://gith
ub.com/ESCOMP/CLM/. The scripts used in this study are available at: https:
//github.com/VUB-HYDR/2022_Vanderkelen_etal_GMD with the DOI:
10.5281/zenodo.6490979. Finally, all inputdata, ancillary data and settings used to
conduct the mizuRoute simulations used in the analysis are available at https://doi.
0rg/10.6084/m9.figshare.c.5965053.v1.
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Table 5.1: Parameters for the Hanasaki et al. (2006) reservoir parametrisation in

mizuRoute.

Parameter | Unit Value Description

Smax m3 from GRanD Maximal reservoir storage

o - 0.85 Fraction of active storage compared
to total storage (value from Hanasaki
et al., 2006)

B - 0.9 Fraction of inflow that can be used to
meet demand (value from Biemans
etal., 2011)

Sini m3 Sinax from GRanD Initial storage, used to calculate release
coefficient before start of operational
year

cl - 0.1 coefficient 1 of target release calcula-
tion (value from Hanasaki et al., 2006)

c - 0.9 coefficient 2 of target release calcula-
tion (value from Hanasaki et al., 2006)

exponent - 2 Exponent in actual release calculation
(value from Hanasaki et al., 2006)

denominator| - 0.5 Denominator in actual release calcula-
tion (value from Hanasaki et al., 2006)

Ccompare - 0.5 Criterion to distinguish between
"multi-year" and "within-a-year" reser-
voirs, compared against ¢ (value from
Hanasaki et al., 2006)

E, - calculated based on  Release coefficient (provided with ini-

GRanD tial value and updated every start of
operational year)

I, jan - m’ from CLM (prepro- = Mean monthly reservoir inflow

L. dec s cessed)

D, jan - m3 from CLM (prepro-  Mean monthly reservoir demand

D dec 5_1 cessed)

purpose - from GRanD Reservoir purpose (0 non-irrigation, 1

irrigation)
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Table 5.2: Reservoirs of the Yassin et al. (2019) observational dataset used in this study.
The asterisk in the observation period column indicates this reservoir has monthly instead

of daily observations.

Maximum capacity is derived from GRanD.

Dam name Country Main purpose  Capacity  Period Capacity
(mcm) ratio
American Falls USA irrigation 2061.5 1978-1995 0.30
Amistad USA/Mexico irrigation 6330 1977-2002 248
W. A. C. Bennett Canada hydropower 74300 2003-2011 3.27
Bhumibol Thailand irrigation 13462 1980-1996 2.62
Charavak Uzbekistan hydropower 2000 2001-2010*  0.28
Dickson Canada water supply 203 2005-2011 0.18
E.B. Campbell Canada hydropower 2200 2000-2011*  0.16
Falcon International USA/Mexico flood control 3920 1958-2001 1.20
Flaming Gorge USA water supply 4336.3 1971-2017*  2.27
Fort Peck USA flood control 23560 1970-1999*  2.43
Garrison USA flood control 30220 1970-1999 1.41
Ghost Canada hydropower 132 1990-2011 0.05
Glen Canyon USA hydropower 25070 1980-1996*  1.67
High Aswan Egypt irrigation 162000 1971-1997 2.79
Navajo USA irrigation 1278 1971-2011 1.07
Nurek Tajikistan irrigation 10500 2001-2010*  0.50
Oahe USA flood control 29110 1970-1999 1.22
Oldman Canada irrigation 490 1996-2011 0.44
Oroville USA flood control 4366.5 1995-2004*  0.72
Palisades USA irrigation 1480.2 1970-2000 0.24
Seminoe USA irrigation 1254.8 1951-2013 1.05
Sirikit Thailand irrigation 9510 1980-1996 1.82
St. Marry Canada irrigation 394.7 2000-2011 0.50
Toktogul Kyrgyzstan hydropower 19500 2001-2010*  1.39
Trinity USA irrigation 2633.5 1970-2000 1.51
Yellowtail USA irrigation 1760.6 1970-2000 0.57
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Figure 5.81: Evaluation with Kling-Gupta Efficiency (KGE) for irrigation reservoirs of
the Hanasaki et al. (2006) (DAM) and (Dol et al., 2003) (NAT) parametrisations with
observed inflows, and run-of-the river conditions (assuming there is no lake; NOLAKE)
against observed outflow (panel a) and observed storage (panel b) using observations from
Yassin et al. (2019). The reservoirs are ordered from low to high capacity ratio.
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Figure 5.82: Time series and seasonal cycles of outflows and storage of observation
driven simulations using the Hanasaki et al. (2006) parametrisation with and without ac-
counting for irrigation (DAM and NO_DAM, respectively), the natural lakes Dol et al.
(2003) parametrisation (NAT) and run-of-the river conditions (NOLAKES), all for irriga-
tion reservoirs, compared to observations. Note the logarithmic axis for the outflow time
series.
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Figure 5.82: Continued.
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Figure 5.84: Performance for mizuRoute simulations for outflow (panel a-c) and stor-
age (panel d-f) compared to reservoir observations using the KGE terms: variability error
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Figure 5.85: Performance of the global-scale mizuRoute simulations for outflow com-
pared to reservoir observations from the ResOpsUs dataset (Steyaert et al., 2022) using
absolute percent bias (IPBIASI; panel a) and Kling-Gupta Efficiency (KGE; panel b)



134 CHAPTER 5. IMPLEMENTING RESERVOIRS IN MIZUROUTE

Storage

|PBIAS| b. KGE

Robert S. Kerr Lock and Dam Robert S. Kerr Lock and Dam ——
Grand Coulee Grand Coulee ——

Barkley Dam Barkley Dam —

Big Bend Dam Big Bend Dam —

Walter F. George Lock and Dam Walter F. George Lock and Dam —
Kentucky Kentucky —

Kerr Kerr ——

North Santee Dam North Santee Dam —
Bagnell Dam Bagnell Dam o

Oologah Lake Oologah Lake -

John H. Kerr Dam John H. Kerr Dam =
Shasta Shasta (e———

Harry S. Truman Dam Harry S. Truman Dam -

J. Strom Thurmond Dam J. Strom Thurmond Dam —
Libby Libby ——

Jackson Lake Jackson Lake I

Wolf Creek Wolf Creek ——

Table Rock Dam Table Rock Dam i

Bull Shoals Bull Shoals =
Winnibigoshish Dam Winnibigoshish Dam ——
Hartwell Dam Hartwell Dam -—————|

Oahe Dam Oahe Dam -

Garrison Dam Garrison Dam =

Sardis Dam Sardis Dam —_—

Glen Canyon Glen Canyon .

Grenada Dam Grenada Dam je————

Flaming Gorge Flaming Gorge .

Greers Ferry Greers Ferry ——

Blakely Mountain Dam Blakely Mountain Dam —
Fort Peck Dam Fort Peck Dam -

Elephant Butte Dike Elephant Butte Dike ]
Kingsley Kingsley =

s DAM
. NAT
0 1000 2000 3000 -100 -75 =50 -25 0
[%]

Higher skill Higher skill

Figure 5.86: Performance of the global-scale mizuRoute simulations for storage com-
pared to reservoir observations from the ResOpsUs dataset (Steyaert et al., 2022) using
the absolute percent bias (IPBIASI; panel a) and Kling-Gupta Efficiency (KGE; panel b).
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Figure 5.87: Simulated and observed inflow seasonality per reservoir with mizuRoute
using runoff from different CLM simulations at 0.125° resolution with meteorological
forcing from NLDAS. In the legend, ‘original’ refers to the simulation with the default
CLM version used in the main analysis, ‘no sat flow’ refers to the simulation where sur-
face saturation excess runoff is set to 0, ‘no baseflow’ refers to the simulation with a de-
creased baseflow parameter, ‘hillslopes’ refers to the simulation using the hillslope model
described in Swenson et al. (2019), performed at 0.5° horizontal resolution, and ’obs’ are
the observed inflows from the Yassin et al. (2019) dataset.
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Chapter 6

Conclusion

6.1 Concluding summary

Humans are fundamentally altering the terrestrial water cycle. It is therefore key to ac-
count for human water management when investigating global-scale processes related to
water. Dams and reservoirs are principal human interventions of the terrestrial water cycle,
as they modify the timing, peak and magnitude of streamflow worldwide and influence the
seasonal and inter-annual water availability. Moreover, dam construction and the subse-
quent creation of new water bodies transform the surface characteristics. At the same time,
human-driven greenhouse gas emissions and land use changes cause a radiative imbalance
and energy accumulation in the Earth system, leading to global warming. Anthropogenic
climate change is fundamentally altering the hydrological cycle and has large impacts on
global freshwater processes from global to local scales. An example reservoir is Lake Vic-
toria, where historical lake levels and dam managements can be represented with a simple
water balance model, but future lake levels in response to a range of climate change sce-
narios and different dam management strategies is unknown. Next to the one-way climate
change impacts, reservoirs also directly influence the climate through the surface water
interactions with the overlying atmosphere. The physical mechanisms behind these inter-
actions remain, however, unexplored. To study reservoirs and their role in the global water
cycle, coupled modelling frameworks are required that account for the two-way interac-
tions between reservoirs and the climate. Such frameworks are provided by Earth System
Models (ESMs). Yet, these models often lack a representation of human water management
and reservoirs in their land and river components. Accounting for reservoirs is, however,
key to improve the simulation of the terrestrial water cycle, and its effects on other compo-
nents of the Earth system, particularly in a changing climate.

In this thesis, we aim to address the above-mentioned challenges to improve our under-
standing of reservoirs in the climate system both from a climate change impact and an Earth
system perspective. The case study of the future water level projections for Lake Victoria
(chapter 2) is a stepping stone to investigate interactions between human dam management
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and climate change at a larger scales. Subsequently, we move to the global scale, to shed
light on the potential of reservoirs and other inland water bodies to store abundant heat in
a changing climate (chapter 3). In the last two contributions of this thesis, we advance the
representation of reservoirs in the Community Earth System Model (CESM), by including
historical lake expansion through reservoir construction (chapter 4) and accounting for dam
operations in the river flow (chapter 5). These developments improve the representation of
the terrestrial water cycle in ESMs by including a key component of human water manage-
ment, and will eventually allow to study future changes in water availability for food, fiber
and energy in fully coupled climate models. Below we summarize our key findings and
provide avenues for future research directions.

The case study on Lake Victoria’s future water levels demonstrates the interplay of climate
change and idealised human dam management in projecting future impacts related to water
availability (introduction section 1.3 and chapter 2). The effect of future climate change
on lake level fluctuations is characterized by substantial uncertainties, originating from the
simulations with Regional Climate Models (RCMs) forced by General Circulation Models
(GCMs). For example, even after bias correction, individual RCM simulations do not agree
on the sign of change in future over-lake precipitation, the water balance term responsible
for most of the lake level variability. In a sustainable management scenario, these uncer-
tainties range up to 3.9 m, corresponding to 299% of the projected multi-model mean.
These results highlight the need for adequate representations of lakes and their exchanges
with the atmosphere in RCMs, to provide reliable climate change projections for impact
studies in the African Great Lakes region.

Regardless of the uncertainty associated to future climate change, we show that dam oper-
ation strategies are key for sustaining future lake levels within desirable limits. While the
dam management strategies employed in the study are idealised scenarios, and are therefore
likely not representative of realistic settings, they illustrate the strong influence of operation
decisions on the future lake level evolution. Only the Agreed Curve scenario, which mim-
ics natural outflow based on lake level governed by climate and inflow variability, treating
Lake Victoria as a natural lake, could ensure sustainable future lake levels can be sustained.
The controlling ability of human dam operations is further confirmed by severe lake level
drop in 2004-2005, as it can only be explained by an enhanced outflow compared to the
Agreed Curve (48 %) in addition to the prevailing drought conditions (52%). Overall, the
Lake Victoria case study highlights the importance of human dam management for reser-
voir storage dynamics, water availability and the terrestrial water cycle as a whole. The
results also underline the need to include reservoirs and their management in climate mod-
els, in order to study lake-climate interactions and climate change impacts on reservoirs.

The energy imbalance at the top of the atmosphere, caused by human-induced greenhouse
gas emissions leads to net heat accumulation in the Earth System. Most of this excess
energy is buffered by the oceans, and smaller amounts are used to melt the land and sea
ice, and warm both atmosphere and continents. The fraction of heat taken up by lakes,
reservoirs and rivers, however, is hereto unknown, despite the high heat capacity of wa-
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ter. In chapter 3, we quantify this human-induced heat storage, using a suite of impact
model simulations available from the Inter-Sectoral Impact Model Intercomparison Project
(ISIMIP) phase 2b, including three global lake models (CLM4.5, SIMSTRAT-UoG and
ALBM) and two global hydrological models (WaterGAP2 and MATSIRO), each forced
by bias-adjusted atmospheric forcing from four ESMs (GFDL-ESM2M, HadGEM2-ES,
IPSL-CM5A-LR and MIROCS). The total inland water heat uptake amounts up to 2.6 +
3.2-10%° J. This corresponds to 3.6% of the continental heat uptake, which is proportional
to the share of inland waters coverage of global continental area (~ 2.58 %).

While the amount of heat taken up by inland waters is small compared to the energy
buffered by other components of the Earth system, local impacts of rising water temper-
atures can be large (Kraemer et al., 2021; Woolway et al., 2021). Furthermore, the quan-
tification of inland water heat uptake term advances the Earth’s heat inventory with a more
complete quantification of the spatial distribution and amount of energy accumulation in
different Earth System components (Von Schuckmann et al., 2020). As the targets set in the
Paris Agreement require to halt the energy imbalance in order to stabilize the climate, it is
key to map the Earth’s heat inventory, including the inland water term. The quantification
therefore directly featured in the Working Group I contribution to the 6! Assessment Re-
port of the Intergovernmental Panel on Climate Change (IPCC), published in August 2021
(Forster et al., 2021).

The increase in water body heat storage is dominated by natural lakes (111.7%), while
rivers are estimated to contribute negatively (-14%), but encompass large uncertainty ranges.
The course of reservoir heat uptake (2.3%) reflects the evolution reservoir construction in
the 20" century. The creation of new open water surfaces increases the potential of heat
uptake through the high heat capacity of water. In addition, reservoir filling redistributes
the thermal heat contained in the reservoir water from ocean to land, which is about 10.4
times larger compared to the total inland water heat uptake. To account for this buffering
of atmospheric warming and the interactions of the water bodies with the climate system,
reservoir expansion and heat redistribution needs to be included in ESMs. To this end,
we implemented the rapid rise in 20" century reservoir construction in the CESM coupled
modeling framework, as described in chapter 4.

Man-made reservoirs interact with the atmosphere in a similar way to natural lakes. There-
fore, we implemented 20" century reservoir expansion in the Community Land Model
version 5 (CLM5) as dynamically growing lakes, using lake and reservoir surface area and
construction years from the state-of-the-art HydroLAKES and Global Reservoir and Dam
(GRanD) datasets. In CLMS5, sub-grid heterogeneity is represented through a nested tiling
approach, with different land unit fractions per grid cell. Similar to transitions between the
vegetated, cropland and glaciated grid cell fractions, we added the functionality of chang-
ing lake area fractions, while conserving the total mass and energy content of the grid cell
through artificial correction fluxes. These correction fluxes, existing of sensible heat flux
for heat and a runoff flux for water, are minimized using a baseline approach, in which
only the deviations against a reference state are included in the resulting fluxes. The com-
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parison of land-only simulations with CLM and prescribed meteorological forcing from
the Global Soil Wetness Project (GSWP3) for 1900-2014, one with transient reservoir ex-
pansion enabled and the second with transient land use but constant lake area, show that
reservoir expansion increased the terrestrial water storage and decreased the surface albedo.
The course of these responses match the evolution in reservoir construction and scale with
the grid cell reservoir fraction. The developments did not have a considerable influence
on model skill when compared to available observational data. Nonetheless, the reservoir
expansion through dynamically changing lake area improves the realism of the model by
adding a hereto unaccounted process.

The impact of global reservoir expansion on the climate is investigated in chapter 4 through
global CESM ensemble simulations for the period 1979-2014 with coupled land and atmo-
sphere components. As the land-only simulations showed only limited spatial influence
of reservoir expansion on the global climate, we conducted two five-member ensembles
representing two snapshots, the first with only natural lakes, representing the preindustrial
situation and the second including the full present-day reservoir extent. While the global
mean climate responses of the human-induced open water surfaces are rather small (for
example, global mean 2-meter air temperature rises with +0.1 K), the responses are sub-
stantial on local and seasonal scales. During boreal summer, reservoirs dampen the diurnal
temperature range with -0.3 K over reservoirs grid cells, and up to -1.5 K for grid cells
with a large reservoir coverage. Furthermore, reservoirs reduce temperature extremes like
monthly maximum daytime and monthly minimum nighttime temperature, whereby the
seasonality could be explained by ice formation and heat release. The main driver of the
seasonal dampening is the heat uptake of the reservoir water from March to September and
the following release from September to February. This buffering effect modulates the sea-
sonal temperature cycle and the surface energy balance through compensating latent and
sensible heat fluxes. The ensembles did not show statistically significant signals in precip-
itation and moisture related variables emerging above the natural variability.

Next to the creation of new open water surfaces upon their construction, reservoirs have a
large influence on the timing and magnitude of river flow and water availability by manag-
ing outflow, which are accounted for in the river component of the model. As MOSART,
the current river module in CLMS5, will be replaced by the new vector-based river routing
model mizuRoute, we use this model to implement river flow regulation through reser-
voirs in chapter 5. The vector-based river network on which mizuRoute operates resolves
individual lakes and reservoirs based on the HydroLAKES and GRanD databases. We
implement reservoir management through the generic, widely-used reservoir scheme of
Hanasaki et al. (2006), which determines individual reservoir outflow based on generic
rules using reservoir inflow, maximum capacity and current volume, with the overarching
aim to minimize intra- and interannual outflow variability. The parametrisation differen-
tiates between large reservoirs, with high storage capacities compared to annual inflows,
and small reservoirs, where the resulting outflow is characterised by the inflow seasonality.
In addition, for reservoirs that mainly serve irrigation purposes, the seasonality in down-
stream water demand is considered when determining the outflow. To derive this irrigation
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water demand seasonality in the context of a vector-based river network, we developed an
irrigation topology relating the spatially distributed irrigation water demands of catchments
to individual reservoirs based on simple rules.

Before integrating new developments in the coupled framework, new schemes need to be
rigorously tested in standalone mode. The new reservoir parametrisation is therefore evalu-
ated both in a local setting for individual reservoirs, using observed inflows as forcing, and
in a global-scale application using the vector-based river network forced with runoff sim-
ulations from CLMS5. We assess the skill to represent reservoir outflow, storage and long
term streamflow indices compared to simulations with natural lakes and ignoring inland
waters.

The reservoir parametrisation shows improved skill compared to natural lakes when forced
with observed inflows, in particular for reservoir storage and reservoirs with a large multi-
year storage capacity. Accounting for seasonality in irrigation water demand entails only
a limited influence, pointing at underestimations in irrigation water demands simulated
by CLMS5 and uncertainties related to the irrigation topology. The lack of reliable global
datasets on irrigation water demand seasonality hampers separating the individual contri-
butions to this overall uncertainty. In the global-scale simulations, using the Hydrologic
Derivatives for Modeling and Applications (HDMA) stream network and runoff simulated
by CLMS as input, the added value of using the dam parametrisation compared to natural
lakes is no longer present, mainly due to magnitude and timing biases in reservoir inflow.
Likely, the main driver of these inflow biases is the simulated runoff from CLMS5, which
could be accommodated by improving the representation of hydrological processes in fu-
ture research. These improvements may include high level snow pack and melting dynam-
ics, and including other human factors like water abstraction for domestic and industrial
use. Next to the simulated runoff, other reasons for biased inflows are the resolution of
the river network used, and the level to which reservoirs within the network are included.
Potential solutions include using higher resolution stream networks like the Multi-Error-
Removed-Improved-Terrain (MERIT) Hydro network (Yamazaki et al., 2019) and comple-
menting the data on reservoirs from GRanD with newly available datasets (section 6.2.4).

The model developments involving reservoir construction through lake area expansion in
CLMS (chapter 4) and flow regulation in mizuRoute (chapter 5) will be linked through
reservoir volume dynamics in the coupling of CLMS5 and mizuRoute, which is currently
ongoing (see also section 6.2.2). In this way, the energy balance of water bodies will be
solved in CLMS5 and the water balance in mizuRoute. The energy and water balance are
connected through the evaporation term. In particular for large lakes and reservoirs, the
evaporation and precipitation terms can be substantial in the water balance, as shown in the
Lake Victoria case study.

The case study also highlights that, next to changes in the other water balance terms driven
by natural variability and climate change, dam regulation is key for sustaining future lake
levels. In addition, the influence of individual decisions at the dam could have large im-
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pacts on lake levels and reservoir dynamics. The parametrisation of Hanasaki et al. (2006)
used in chapter 5, is not designed to capture these individual decisions due to its generic
nature, and wide applicability. This is relevant in light of a current scientific debate on the
use of data-driven reservoir schemes, which use site-specific information to derive release
curves (Turner et al., 2020), and therewith constrain flow forecasts. These schemes have
the potential to improve reservoir release simulations nurtured by specific observations on
individual reservoirs Turner et al. (2020); Yassin et al. (2019), like the recently published
inventory of dams and reservoirs in the Contiguous United States providing historical in-
flow, storage and outflow observations (Steyaert et al., 2022). However, the full potential
of data-driven approaches for large scale hydrological models might not be reached, due to
the large errors and biases inherently present in the simulated flows Turner et al. (2020),
also encountered in chapter 5. MizuRoute is designed to be used at different spatial scales
and has different reservoir schemes available, to be chosen by the user, and thus allows
to integrate this type of outflow methods (Gharari et al., 2022). However, in the context
of ESMs and future projections under various emission scenarios, data-driven methods do
not incorporate future climate changes and their impacts on the river flows. Therefore, we
argue that the choice of dam scheme depends on the intended purpose, and that generic
parametrisations are best suited to simulate reservoir operations in an ESM context.

In conclusion, this dissertation provides essential steps to incorporate human water man-
agement and reservoir operations the CESM framework via the land and river routing com-
ponents. These developments improve the representation of human influences in the terres-
trial water cycle in these models. This allows for modelling the feedbacks and interactions
with other components in the Earth system, like the atmosphere and ocean. In addition,
the reservoir representation contributes to a more robust representation of climate change
impacts using CLMS5 as a standalone impact model, notably via its contributions to the
ISIMIP initiative (Frieler et al., 2017; Telteu et al., 2021; Golub et al., 2022). Overall,
this work paves the way towards better integrating human water management and climate
change scenarios. Accounting for human activities in the water cycle will become even
more important when assessing future adaptation and mitigation strategies to the chang-
ing climate, especially in a world where the human footprint is likely to increase due to
growing demand for food, energy and water.
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6.2 Ongoing work and recommendations

6.2.1 Update of inland water heat uptake estimates

The estimates presented in chapter 3 presented a first quantification of inland water heat up-
take. Recent international efforts through the Global Climate Observing System (GCOS)
aim to provide and monitor an inventory of the global energy budget (Von Schuckmann
et al., 2020). In this context, the quantification of the land heat uptake component, existing
continental heat storage, permafrost and inland water heat uptake will be improved. To this
end, our estimates on lake, reservoir and river heat uptake will be updated and included in
this community effort. The current estimates can be improved in various ways: in a first
step, new estimate can be updated to include the years 2021-2022. Second, the ensemble of
global lake models can be extended with new lake model simulations (LAKE, VIC-LAKE
en GOTM) that became available in ISIMIP2b after the publication of the study. Further,
the volume estimates used in the heat calculation can be refined by using more realistic
assumption of lake shape, replacing the cylindrical shape by a the truncated cone, with a
fixed relationship between mean and maximum depth or using bathymetric maps of the
very recent GLOBathy data set (Khazaei et al., 2022). Challenges remain to reduce the
uncertainties in the river temperature (section 6.2.2) and storage estimates. Here potential
avenues are to estimate river volumes by combining simulated discharge from ISIMIP with
river width databases (Allen and Pavelsky, 2018), or leveraging from recent progress in re-
mote sensing products, like the upcoming Surface Water and Ocean Topography (SWOT)
satellite mission (section 6.2.4).

6.2.2 Future pathways for model development

The coupling of mizuRoute and CLMS is currently ongoing. Below we describe the next
steps and discuss challenges and potential avenues for future model development.

Improve simulated runoff and irrigation water withdrawal in CLMS

To leverage from the dam parametrisation implemented in mizuRoute, future work should
focus on improving the runoff in CLMS5. Potential avenues to this end are discussed in
chapter 5. A promising approach is to calibrate CLMS5 parameters through a multi-objective
approach for river flow metrics, which has been successfully applied in Alaskan catchments
(Cheng et al., 2022). The methodology could be ported to individual catchments with hu-
man regulated reservoirs and limited impacts from other human water management. In
addition, ongoing and future work should be dedicated to improving the representation of
quantities and timing of irrigation water withdrawal and to including direct water with-
drawals for different sectors, including households, industry and livestock.

In the current version of CLMS5, water for irrigation is extracted from the river water storage
in the grid cell. When the river storage cannot meet the irrigation demand, the deficient
water amount is taken from the ocean model to conserve mass. There is a second option,
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where the irrigation demand can be reduced to retain the river storage above a chosen
threshold (Lawrence et al., 2019a). The incorporation of reservoir water storage and flow
regulation can improve the timing and the amount of water available for irrigation. To
transfer the water in rivers and reservoirs from the vector-based network of mizuRoute
to the grid cell for irrigation water abstraction, the two-way coupling could utilize the
irrigation topology in the remapping. To fully represent the irrigation water abstraction,
groundwater abstractions should be explicitly accounted for, and this both from confined
and unconfined aquifers.

Steps necessary for coupling and modeling of lake and reservoir water balances

In a first step, the coupling of CLM5 and mizuRoute will instantaneously communicate
the CLMS runoff for routing to mizuRoute. Communicating the fluxes from the gridded
land model to the catchments of the vector-based river network will require an on-the-fly
remapping step in the coupling module. These developments are currently ongoing. The
one-way coupling will allow to model the water balance of individual reservoirs and lakes
in mizuRoute. In the current release of CLMS5, the lake water balance is not modeled and
the lake column of the grid cell has a constant depth. The difference in the evaporation and
precipitation over the lake column are compensated by a runoff term, which can be both
positive and negative. As CLMS5 solves the energy balance of the lake column, the result-
ing lake evaporation term should be communicated to mizuRoute. Lake precipitation can
be retrieved from the grid cell precipitation rate, either coming from the prescribed atmo-
spheric forcing or dynamically solved by the atmospheric component. The water balance
of individual lakes and reservoirs will then be modeled in mizuRoute, using the internal
calculated inflow and outflow, in combination with the lake precipitation and evaporation
rates from CLMS5. To obtain surface water area and levels, the resulting volume changes
have to be converted using bathymetric relationships, like the reservoir storage-area-depth
dataset of Yigzaw et al. (2018) and bathymetric maps of Khazaei et al. (2022).

In a second step, the two way coupling will allow to communicate changes in the individual
water body volume, area and level back to CLMS5, where this information can be used to
dynamically adjust the grid cell mean lake depth and grid cell lake area. Challenges ex-
ist, however, to translate the changes of the individual water bodies to their corresponding
grid cell column. Notwithstanding, this will allow to directly simulate the two-way land-
atmosphere interactions and feedbacks between reservoir and lake storage, area and depth
changes as a consequence of seasonal variations, changing climatic conditions or human
water management. Furthermore, these developments will allow to model future impacts
of various climate change scenarios and water management on lake and reservoir levels
worldwide. In this way, projections of regional hydroclimatic trends can be translated to
impacts on the water stored in lakes and reservoirs, with important consequences for local
water availability (Zhou et al., 2021). To date, there are no global-scale assessments of stor-
age changes in lake and reservoirs in response to climate change. The uncertainties related
to future projections of the water balance terms may further complicate future projections
(Woolway et al., 2020).
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Explicit simulation of water temperatures

When reservoirs come into existence, the additional lake area adopts the temperature profile
of the preexisting lake fraction in the grid cell. The correction fluxes are required to com-
pensate for the difference in mass and energy to ensure conservation. In reality, however,
the reservoir fills with river water and its associated temperature. To model this process
more realistically, the temperature of water fluxes could be explicitly modeled, together
with the reservoir and lake water balance. This would also obviate the corrections related
to the heat carried away by the runoff. In large-scale hydrological models, approaches
exist to calculate water temperatures and route this energy through a river network (Wan-
ders et al., 2019). In addition to improving the processes, parametrisations and corrections
related to the energy cycle, the explicit modelling of the river temperatures would allow
to account for physical, chemical and ecological processes in rivers under changing cli-
matic conditions, like the cooling water potential for power production (van Vliet et al.,
2016), which becomes particularly relevant at higher resolutions. There are, however, var-
ious challenges related to implementing water temperatures within the CESM framework,
notably to reconcile the river fluxes in water and energy, solved in either mizuRoute or
CLMS5.

6.2.3 High resolution simulations of climate impacts of dynamical lake
areas

Our findings identified limited impacts of reservoir expansion on the global climate using
global simulations of 0.9 by 1.25 °resolution. Moreover, the impacts of lake area changes at
this resolution are mostly restricted to the grid cell in which they occurred. Other local cli-
mate responses to surface cover change might be masked by the climate variability within
the ~ 100 km by 100 km grid cell. Moreover, at these low resolutions, it is not possible to
quantify to which extent reservoir expansion affects the surrounding climate. CLMS5 can
however be employed in different set-ups, like in the CESM2 Variable Resolution config-
uration (Gettelman et al., 2018; Devanand et al., 2020) and employed as land module for
dynamically downscaled RCMs (Akkermans et al., 2014; Thiery et al., 2015, 2016). As the
implementation of dynamical lakes described in chapter 4 is included in the model source
code, this functionality can directly be used to study land cover changes related to open
water bodies. Moreover, recent efforts at the National Center for Atmospheric Research
(NCAR) are targeted to integrate land models from the Earth System (CLMS5) and nu-
merical weather predicting communities (Noah-MP and WRF-Hydro), unifying their com-
munity efforts into a single model framework, the Community Terrestrial System Model
(CTSM). In particular, these developments facilitate the coupling of CLMS5/CTSM to the
Weather Research and Forecasting (WRF) model to conduct regional simulations at higher
horizontal resolutions.
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Simulating reservoir expansion with RCMs at high spatial resolutions will allow to in-
vestigate the impacts of reservoir expansion on local climate, mesoscale circulation, local
temperatures as well as on moisture related variables, like extreme precipitation and the
Convective Available Potential Energy (CAPE), as suggested by observation-based stud-
ies (Hossain et al., 2012; Degu et al., 2011). These type of responses are identified and
well investigated for large lakes, such as the African Great Lakes, including Lake Victoria
(Thiery et al., 2015) and European lakes (Samuelsson et al., 2010). Next to the land cover
changes from land to open water, dam construction can also trigger other land use and land
cover changes in the vicinity of the reservoir, like the conversion of natural vegetation into
cropland and the development of urban areas due to increased water availability (Di Bal-
dassarre et al., 2021). Furthermore, our developments allow to investigate the land-climate
interactions related to changes in natural lake area, like the rapid increase in glacial lakes
due to climate change and retreating glaciers (Shugar et al., 2020; Farinotti et al., 2019).

6.2.4 Improved information on reservoirs for model development and
evaluation

The reservoir implementations presented in this thesis assumes a time-invariant presence
and storage capacity of reservoirs (chapter 5) or the expansion of open water surface related
to their creation in their construction year (chapter 3 and 4). Based on the GRanD dataset,
this mainly includes large reservoirs with storage capacities > 0.1 km>. However, today al-
ready more than hundreds of reservoirs are under construction or planned worldwide (Sterl
et al., 2020, 2021a; Zarfl et al., 2014; Winemiller et al., 2016). At the same time, reservoirs
cease to exists due to dam removal or are reduced in their maximal capacity as a result of
sediment filling (O’Connor et al., 2015; Habel et al., 2020). International efforts, like the
Global Dam Watch initiative (http://globaldamwatch.org/) aim to advance the
development of a globally consistent and routinely updated database on dams, reservoirs
and in-stream barriers for global assessments, by bringing existing global dam databases
together (Mulligan et al., 2021). Next to GRanD, containing 7320 large reservoir polygons
with featured metadata for every reservoirs, the initiative includes the Future Hydropower
Reservoirs and Dams Database (FHReD; Zarfl et al., 2014) with 3700 records of planned
hydropower dams, and Global Georeferenced Database of Dams (GOODD; Mulligan et al.,
2020), providing the geo-referenced location of 38 667 dams, but without additional meta-
data. Beside these open-access datasets, the International Commission on Large Dams
(ICOLD) provides extensive, but proprietary information on 60 000 dams worldwide. Fi-
nally, very recently, the best available information from these datasets is combined into the
recently released Georeferenced global Dam and Reservoir (GeoDAR) dataset, encompass-
ing more than 20000 reservoir polygons with extensive attribute information (Wang et al.,
2021).
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Complementary to the geo-spatial location and corresponding metadata of individual reser-
voirs, ongoing developments in remote sensing allow to monitor and document changes in
reservoir surface area, level and discharge. This will aid future developments related to
the implementation of lake and reservoir water balances, and the evaluation of their abil-
ity to represent these variables, supplementing frequently used benchmarking datasets like
GRACE, providing observations on anomalies in terrestrial water storage. GRACE can,
however, only capture changes for the very large reservoirs (Rodell et al., 2018) and is
therefore less useful for model evaluation.

Water levels can be retrieved from satellite altimetry, like the recent analysis of Cooley
et al. (2021) on water storage variability using the ICESat-2 mission, and can already be
retrieved for various lakes and reservoirs through global open-data portals like the Global
Reservoirs and Lakes Monitor (G-REALM; https://ipad.fas.usda.gov/crop
explorer/global_reservoir/), the HYDROWEB database (https://hydrow
eb.theia-land. fr/; (Crétaux et al., 2011), and the Database for Hydrological Time
Series of Inland Waters, DAHITI; https://dahiti.dgfi.tum.de/en/ Schwatke
etal. (2015). In addition to altimetry, multispectral satellite missions, like Landsat, are used
to map global surface water extent, like in the Global Surface Water (GSW) dataset (Pekel
etal., 2016a), and to create dedicated reservoir surface area time series (Pekel et al., 2016b).
The combination of information on water level and spatial extent, enables to analyse global
lake and reservoir volumes (Busker et al., 2019) and high resolution reservoir bathymetry
(Li et al., 2020). Finally, the long anticipated SWOT satellite mission, commissioned by
NASA and expected to launch in 2022, will greatly improve current estimates of reservoir
storage by producing high resolution observations on surface water levels and water ar-
eas. Altogether, the increasing availability and scientific advancements provide promising
avenues to future model developments related to reservoirs.

6.2.5 Integrated climate and impact simulations

By including reservoir operations, we lay the ground for the next generation ESM and
impact models, which fully integrate human management, climate change scenarios, mit-
igation and adaptation strategies. This type of research requires further improvements in
present-day global human water management to use under different future emission and so-
cioeconomic scenarios. Accounting for the two-way interactions between climate change
impacts and human water management, provides future research pathways to not only bet-
ter investigate climate change impacts on future water resources, but also to identify poten-
tial strategies to mitigate climate change impacts on water resources through management.
Furthermore, incorporating additional feedbacks related to the social and human dimension
of water management from the socio-hydrology field, like different dam operation strate-
gies and memory effects after drought and flood conditions (Di Baldassarre et al., 2017,
2018) will open interesting opportunities to investigate climate, management and sociolog-
ical responses and develop adaptation strategies. This is especially relevant in the context
of water and food security in a changing climate, as well as related to extremes like floods
and droughts.
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The research in this thesis has both largely benefited from and contributed to the community
work and open source science within the CESM and ISIMIP modelling communities. It
serves therefore as a key example on how science and the training of scientists can be
fostered by transparency, inclusivity and collaborative scientific processes within scientific
communities. This is, to the author’s opinion, indispensable to tackle the ongoing challenge
of climate change.
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Appendix A

A novel method for assessing
climate change impacts in ecotron
experiments

Ecotron facilities allow accurate control of many environmental variables coupled with extensive
monitoring of ecosystem processes. They therefore require multivariate perturbation of climate vari-
ables, close to what is observed in the field and projections for the future, preserving the co-variances
between variables and the projected changes in variability. Here we present a new method for cre-
ating realistic climate forcing for manipulation experiments and apply it to the UHasselt Ecotron
Experiment. The new methodology uses data derived from the best available regional climate model
(RCM) projection and consists of generating climate forcing along a gradient representative of in-
creasingly high global mean temperature anomalies. We first identified the best performing regional
climate model (RCM) simulation for the ecotron site from the EURO-CORDEX ensemble based on
two criteria: (i) highest skill of the simulations compared to observations from a nearby weather sta-
tion and (ii) representativeness of the multi-model mean in future projections. Our results reveal that
no single RCM simulation has the best score for all possible combinations of the four meteorological
variables and evaluation metrics considered. Out of the six best performing simulations, we selected
the simulation with the lowest bias for precipitation (CCLM4-8-17/EC-EARTH), as this variable is
key to ecosystem functioning and model simulations deviated the most for this variable, with values
ranging up to double the observed values. The time window is selected from the RCM projection
for each unit based on the global mean temperature of the driving Global Climate Model. The units
are forced with 3-hourly output from the RCM projections of the five-year period in which the global
mean temperature crosses the predefined values. With the new approach, Ecotron facilities become
able to assess ecosystem responses on changing climatic conditions. The presented methodology can
also be applied to other manipulation experiments, aiming at investigating ecosystem responses to
realistic future climate change.

This chapter is published as: Vanderkelen I. , Zscheischler J., Gudmundsson L. Keuler K., Rineau

F., Beenaerts N., Vangronsveld J., Vicca S., Thiery W. (2020) A new method for assessing climate
impacts in ecotron experiments. International Journal of Biometeorology, 64, 1709-1727.
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A.1 Introduction

Ecosystem climate change experiments are one of the key instruments to study the re-
sponse of ecosystems to a change in climate. There are primarily four different factors
that are altered in such experiments: temperature, precipitation, CO, concentration, and
nitrogen deposition (Curtis and Wang, 1998; Rustad et al., 2001; Lin et al., 2010; Wu et al.,
2011; Knapp et al., 2018). More recently multi-factor experiments are starting to emerge.
In those experiments, different combinations of the four main drivers are altered (Kardol
et al., 2012; Yue et al., 2017). What is common in the majority of climate change exper-
iments is that while the drivers of interest are being altered, all other variables are being
held equal between the different treatment groups. Consequently, differences in the re-
sponse can be related to the change in the main driving factor (or multiple driving factors).

Altering only one or a limited number of climate change drivers allows for a straightfor-
ward analysis of the observed responses and has provided a wealth of mechanistic insights
in ecosystem responses to environmental changes (e.g. Hovenden et al., 2014; Karlowsky
et al., 2018; Terrer et al., 2018). However, the resulting multivariate combination of cli-
mate variables may be physically unrealistic and may miss key aspects related to natural
climate variability and the co-variance of multiple variables, linked to each other by syn-
optic conditions. This is particularly important for representing compound events, where a
the combination of non extreme drivers can lead to extreme impacts (Rineau et al., 2019;
Zscheischler and Seneviratne, 2017; Zscheischler et al., 2018). For example, droughts and
heatwaves often co-occur (Zscheischler and Seneviratne, 2017) and, soil moisture condi-
tions and precipitation occurrence are linked (Guillod et al., 2015; Moon et al., 2019).
Incorporating the co-variability of key climate drivers is also important for the studied re-
sponses. For instance, heatwaves characterized by similar extreme air temperatures can
lead to different plant responses depending on the atmospheric conditions: under different
shortwave radiation, relative humidity and surface wind conditions, the leaf temperature
and the potential for heat stress varies a lot (De Boeck et al., 2016).

Until recently, it was not possible to simulate realistic future climates in ecosystem cli-
mate change experiments (Korell et al., 2019), as these experiments require accurate ma-
nipulation of environmental variables to represent current and future climate conditions.
Controlled environment facilities meet these requirements by providing systems to simul-
taneously manipulate as well as measure multiple parameters (e.g. Lawton, 1993, 1996;
Griffin et al., 1996; Stewart et al., 2013; Clobert et al., 2018), especially in combination
with an observation station in the field providing real time observations of most of those
parameters (Rineau et al., 2019). This approach is powerful especially when combined
with a measurement station in the field providing real time observations of most of these
required parameters (Rineau et al., 2019). In such facilities, climate change experiments
can be informed by meteorological forcing representing both present and future climatic
conditions in a holistic manner. For instance this forcing can include both realistic changes
of climate variability as well as important drivers of changes in the frequency, intensity and
duration of meteorological extremes. This potential is especially interesting in gradient
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experiments covering a range of global warming levels,, as this combination allows for the
detection of non-linearities, thresholds and possible tipping points in ecosystem responses
to increasing climate change forcing (Rineau et al., 2019; Kreyling et al., 2018).

Sampling realistic climate information in a climate change context is challenging, but can
be achieved by using climate model output. Global Climate Models (GCMs) are generally
used to assess the climate state and variability at global to continental scales with a reso-
lution of 100 to 250 km. By dynamically downscaling GCMs, Regional Climate Models
(RCMs) typically resolve the climate on a regional scale with higher spatial resolutions
of 1 to 50 km. As such, RCMs allow a more realistic representation of meso-scale at-
mospheric processes and processes related to orography and surface heterogeneities. As
climate models realistically simulate the atmospheric state under past, present and future
climatic conditions with a high temporal resolution, they are suited to provide a holis-
tic and physically consistent climate forcing for ecosystem climate change experiments.
Generally, ensemble climate projections show a large spread for future climate conditions
(Keuler et al., 2016), especially for variables relevant for ecosystem experiments such as
extreme temperatures, droughts and intense precipitation (Sillmann et al., 2013; Orlowsky
and Seneviratne, 2013; Greve et al., 2018; Rajczak and Schir, 2017). This spread is related
to (i) different climate sensitivities of the GCMs, (ii) structural differences between the
models and (iii) natural variability within the climate system. The Coordinated Regional
Climate Downscaling Experiment in the European domain (EURO-CORDEX) provides an
ensemble of high resolution dynamically downscaled RCMs (Kotlarski et al., 2014) and is
therefore highly suitable to serve as a base for the selection of representative climate forc-
ing for climate change experiments. With a suite of GCM/RCM combinations available, a
well-informed choice on the most adequate RCM/GCM simulation can be made based on
(i) the model skill in representing the observed climatology and (ii) the temperature sensi-
tivity to future increases in greenhouse gas concentrations.

So far, statistically downscaled GCM output has only rarely been used as climate forcing
in ecosystem experiments. Thompson et al. (2013) describe a process for generating tem-
perature forcing for experiments in which they use daily temperature output from a GCM
(MIROC) and a stochastic weather generator to generate hourly weather. They validated
their method against statistical characteristics of temperature observations. Likewise, the
Montpellier CNRS ecotron facility is driven by multivariate statistically downscaled GCM
projections (using the ARPEGEv4 model; Roy et al. (2016). They force their experiment
with climatic conditions of an average climatological year of the period 2040-2060. During
the summer months, they artificially simulate an extreme event by including a drought and
heatwave by reducing the irrigation amount to zero and increasing the air temperature ar-
tificially. However, by using a climatological year, possible extreme events are dampened
by averaging. Both studies lack a thorough evaluation procedure for selecting the used cli-
mate model. Moreover, to the best of our knowledge, no study accounts for the co-variance
between climate variables.
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In this chapter, we present new method for creating realistic climate forcing for manipu-
lation experiments. From an ensemble of dynamically downscaled climate model simu-
lations, we select one simulation that well represents present-day climate conditions for
four key variables in the region of interest and is representative of the multi-model mean of
these variables in future projections. In this way, the new methodology accounts both for
co-variance of climate parameters and for climate variability while naturally incorporating
extreme events under present and future climate conditions. Furthermore, the method can
be combined with a gradient approach. We apply the new methodology to generate climate
forcing for the UHasselt Ecotron Experiment, an infrastructure consisting of 12 climate-
controlled units, each equipped with a lysimeter containing a dry heathland soil monolith
extracted from the National Park Hoge Kempen in Belgium (Rineau et al., 2019). In this
experiment, six units are directly forced with regional climate model output along a Global
Mean Temperature (GMT) gradient anomaly.

A.2 New methodology for generating climate forcing for
ecosystem climate change experiments

In our methodology, variability and co-variance between variables is preserved by selecting
the best performing RCM simulation and subsequently extract the required variables from
the grid cell covering the location of the experiment. By extracting a single grid cell of
a single RCM simulation, climate extremes are not smoothed and the climate variability
inherent to the model is fully preserved. The units in the ecosystem climate change experi-
ments follow a gradient of increasing Global Mean Temperature (GMT) anomalies. In this
way, a given unit is forced with the climatic conditions consistent with e.g. a 2 °C warmer
world, and the units represent conditions associated with increasingly warmer climates.

The methodology presented here is deployed in three steps. First, the best performing RCM
projection needs to be selected based on two criteria: (i) the simulation should have high
skill in reproducing mean and extreme present-day climatic conditions and (ii) the projected
future temperature anomalies should be close to the multi-model mean, that is, the selected
simulation should be representative of the future mean projection (Fig. A.21, step 1). To
this end, the model performance is evaluated for four variables that are highly relevant for
ecosystem climate change experiments: precipitation, temperature, relative humidity and
surface wind speed. Precipitation is considered one of the most important variables, as
water availability is likely to constrain plant growth the most.

Second, the time windows for the different units along the GMT anomaly gradient are
defined based on the annual GMT projection of the driving GCM of the chosen RCM sim-
ulation (Fig. A.21, step 2). To span a large range of climate change scenarios, we use
projections following the Representative Concentration Pathway (RCP) 8.5, a worst-case
scenario following an unabated greenhouse gas emissions pathway (Riahi et al., 2011).
The experiments are running for 5 years. We choose time windows corresponding to the
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experimental period and centred around the year in which the climatological GMT anomaly
(averaged with a 30-year period) crossed the pre-defined thresholds for the first time. In the
third step, the values of all necessary variables are extracted from the chosen RCM projec-
tion based on the defined time windows for the grid cell covering the experiment location
(Fig. A.21, step 3). These time series are then directly used to force the ecotron units, in
the highest available temporal resolution.

A.3 Data and methods

A.3.1 The UHasselt Ecotron Experiment

The UHasselt Ecotron experiment is an ecotron infrastructure consisting of replicated ex-
perimental units in which ecosystems are confined in enclosures. By allowing the simulta-
neous control of environmental conditions and the on-line measurement of ecosystem pro-
cesses, the ecotron units are suited for experiments with highly controlled climate change
manipulation of large intact parts of the ecosystem. The infrastructure allows an inten-
sive monitoring and control of key abiotic parameters on 12 large-scale ecosystem replicas,
called “macrocosms”. These macrocosms had been extracted without disruption nor re-
constitution of the soil structure from the same dry 6 to 8 years old heathland plot in the
National Park Hoge Kempen (50°59° 02.1" N, 5°37” 40.0" E) in November 2016.

The infrastructure is a W-E oriented, 100 m by 10 m wide, and 6 m tall building (Fig. A.32a).
Only 12 of the 14 units are used, excluding the outermost to avoid boundary effects. Each
unit consists of three compartments in which the abiotic environmental variables are con-
trolled: the dome, the macrocosm and the chamber. The dome is transparent for photosyn-
thetic active radiation (PAR), UVa and UVb. Here, wind and precipitation are measured and
generated, and CO; , N, CHy, PAR and Net Radiation (NR; i.e. the difference in incoming
and outgoing short-and longwave radiation) are measured. The second compartment, the
macrocosm, contains the extracted soil column (the ecosystem) enclosed in a lysimeter. In
this compartment, the soil water content, soil water tension, soil electrical conductivity and
soil temperature are measured and controlled. The chamber, the third compartment, the
air pressure, temperature, relative humidity, and CO, concentration are controlled (Rineau
et al., 2019). The ecotron infrastructure is linked with an Integrated Carbon Observation
System (ICOS) ecosystem station, which provides real-time information on local weather
and soil conditions. These data are used to simulate the current weather conditions within
the ecotron units with a frequency of at least once every 30 minutes (Rineau et al., 2019).

The aim of the UHasselt Ecotron experiment is to study the ecological and societal impacts
of climate change, by manipulating climatic variables alone or in combination and, across
a wide range of predicted values, while monitoring as many soil biota and processes as
possible and to translate them into socio-economic values using heathland as a case study
(Rineau et al., 2019). Examples of measured ecosystem processes are evapotranspiration,
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net ecosystem exchange, CH4 or N20O emissions. The main research questions of this
multi-disciplinary experiment are how climate change will affect the transitioning of the
heathland ecosystem to alternative stable states like pine forest or acid grassland and what
the consequences are for ecosystem services (Rineau et al., 2019). The experiment will run
uninterrupted for a period of at least five years. Six units will be used to simulate a gradient
of increasing variability in precipitation regime. They are driven by the ICOS station and a
perturbed precipitation time series following a gradient of increasingly long periods with no
precipitation (2, 6, 11, 23, 45 and 90 days; Rineau et al., 2019). In the remaining six units,
atmospheric conditions along the GMT anomaly gradient will be simulated as described in
section A.2. The 3-hourly RCM output is linearly interpolated to a 30-minute time reso-
lution to force the ecotron units. For soil temperature and soil water tension however, the
30-min ICOS data is used. This is because leaving the lysimeter uncontrolled would lead
to (i) an overestimation of soil temperature variability as the lysimeter is exposed to air
temperatures in the chamber (despite being thermically insulated), and (ii) accumulation of
water at the bottom of the lysimeter, hence considerably overestimating soil water level, as
soil water movements are mimicked by suction from the bottom. Following the gradient
design, each ecotron unit represents the local climate conditions of a globally 0 °C (his-
torical), +1° C (present day), +1.5 °C (Paris Agreement), +2 °C, +3 °C and +4 °C warmer
world. The climatology of the unit forced by +1° can thereby be directly compared to the
unit driven by the ICOS station and thus representing the present-day observed conditions.
In this regression design, there is no experiment replication. To minimize the noise in ini-
tial ecosystem responses, the units are allocated to the two gradient experiments based on
a cluster analysis of the variance of the 14 variables measured during a test period of 11
months (Rineau et al., 2019).
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Figure A.21: Methodology for generating climate forcing along the GMT anomaly gradi-
ent.
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Figure A.32: The UHasselt Ecotron experiment (a; picture: Liesbeth Driessen), scheme
of a unit with the three compartments and the lysimeter compartment in detail (b), and
overview map with location of the infrastructure and reference weather observation sta-
tions (c).
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A.3.2 Meteorological data
EURO-CORDEX

The best performing RCM simulation compared to observations is selected from the Co-
ordinated Regional Climate Downscaling Experiment in the European Domain (EURO-
CORDEX), an ensemble of high resolution dynamically downscaled simulations available
at a horizontal resolution of 12 km (Kotlarski et al., 2014; Jacob et al., 2014). The simula-
tions, hereafter referred to as GCM downscalings, cover the historical period (1951-2005)
and the three RCP scenarios (RCP 2.6, 4.5 and 8.5, for the period 2006-2100) by using
GCMs as initial and lateral boundary conditions. Additionally, for each RCM, a reanalysis
downscaling is provided in which the RCM is driven by the European Centre for Medium-
Range Weather Forecasts (ECMWF) ERA-Interim as initial and lateral boundary condi-
tions for the period 1990-2008 (hereafter referred to as reanalysis downscalings). These
reanalysis-driven simulations allow to evaluate the skill of the RCMs themselves by com-
paring them to observations (Kotlarski et al., 2014).

In this chapter, we use the variables for daily mean, minimum and maximum temperature,
precipitation, mean surface wind and relative humidity of all available simulations (Table
A.1). We consider the values of the 12 km by 12 km pixel covering the location of the ref-
erence station providing the observations. As relative humidity is not directly available for
all simulations, we converted specific humidity to relative humidity using the mean tem-
perature and surface pressure for every simulation. Comparing the applied conversion with
the simulations for which relative humidity is available proves this conversion is applica-
ble. Neither specific nor relative humidity are publicly available for the simulations with
RegCM4-2 and ALARO-0 and the mean surface wind speed variable is not available for
ALADINS53 and ALARO-0; therefore we do not analyse these variables for the respective
simulations.

Once the EURO-CORDEX ensemble member is selected, the relevant variables (precipita-
tion, mean temperature, surface pressure, surface up-welling latent heat flux and sensible
heat flux, wind speed and relative humidity) are extracted from the 3 hourly RCP 8.5 sim-
ulation for the pixel covering the ecotron location for the time windows in which the GMT
anomalies are crossed for each dome. These three-hourly values (except for surface up-
welling latent heat flux and sensible heat flux) are then linearly interpolated to 30 minute
resolution and used to drive the climate controllers in the ecotron units. For precipitation,
one additional step was added where drizzle (precipitation of less than 1 mm) was post-
poned and accumulated until it reached 1 mm to start a rain event in the ecotron. The
surface pressure is calculated from the mean sea level pressure using the altitude of the
ecotron facility (43 m a.s.].) and assuming hydrostatic equilibrium. The concentrations of
the controllable greenhouse gases (CO,, CH4 and N,O) are determined based on the annual
values calculated by van Vuuren et al. (2011) according to RCP 8.5. These correspond to
the prescribed concentrations of the RCM simulations.
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Figure A.33: Seasonal cycles of observed mean temperature (a), precipitation (b), relative
humidity (c) and mean surface wind (d) in the weather stations of Maastricht Airport,
Aachen and Heinsberg-Schleiden (monthly averages based on daily data from 1963 to
2018). For Heinsberg-Schleiden no surface wind observations are available. The curves
for temperature are overlaying.

Weather station observations

Reference station data is obtained from the European Climate Assessment and Dataset
(Klein Tank et al., 2002). The three operational weather stations closest to the UHas-
selt Ecotron experiment are Maastricht Airport (11km), Aachen (37km) and Heinsberg-
Schleiden (29 km; Fig. A.32b). These weather stations provide daily observations from the
end of the 19™ century (Maastricht Airport and Aachen) or mid 20" century (Heinsberg-
Schleiden) until the present-day, thereby covering both the EURO-CORDEX GCM and
reanalysis downscaling periods. All stations record temperature [°C], precipitation [mm
day'l], relative humidity [%] and surface wind speed [m st at daily resolution, except for
the Heinsberg-Schleiden station where there are no surface wind observations available.

The seasonal cycles of the observations for the different stations follow a similar annual
course (Fig. A.33). For temperature, the curves overlay and for precipitation they are sim-
ilar. Relative humidity has a small offset between the three stations, possibly owing to the
differences in absolute height and local topography. The difference in surface wind speed
between Maastricht-Airport and Aachen is considerable, but is plausible considering the
large spatial variability in wind speed. Given that the model evaluation showed very little
sensitivity to the choice of the reference station, we hereafter present the results with the
reference station closest to the ecotron facility (Maastricht-Airport).
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A.3.3 Maetrics and diagnostics

The evaluation of the EURO-CORDEX ensemble members is performed using different
metrics accounting for performance of representing the climatic means, distributions and
extremes.

A ranking is made of the reanalysis downscalings, ranging from 1-best performing model
to 9-worst. First, the bias is calculated as the difference between the averages of the daily
modelled and observed variables. The second metric, the Perkins Skill Score (PSS), is a
quantitative measure of how well each simulation resembles the observed probability den-
sity functions by measuring the common area between two probability density functions
(Perkins et al., 2007). The mean absolute error (MAE) is calculated by taking the means
of the absolute differences between the modelled and observed seasonal cycles, calculated
based on the whole series. This is done for the whole series and to capture the potential
errors in the extremes, also for the 15, 10, 90" and 99t percentiles which are calculated
based on the daily time series of both observed and modelled time series. Next, the root
mean square error (RMSE) is calculated by taking the root of the squared errors. The Spear-
man rank correlation (hereafter referred to as Spearman) coefficient shows the correlation
of the observed and modelled series, calculated based on daily values. Finally, the Brier
Skill Score (BSS) is calculated, which gives an indication of the improvement of the Brier
Score (an index to validate probability forecasts) compared to a background climatology in
which each event has an equal occurrence probability (Brier, 1950; Murphy, 1973). For the
GCM downscalings, we use the same ranking method and scores, except for the RMSE,
Spearman rank correlation and BSS because the internal variability, inherent to individual
simulations with a coupled climate model, can not be predicted on multi-decal timescales,
and can therefore not be compared to observations on a day-by-day basis (Fischer et al.,
2014; Meehl et al., 2014).

In addition to the performance metrics computed on the actual time series, the RCM per-
formance is also evaluated based on the bias in climatological diagnostics related to tem-
perature and precipitation. To this extent, the average diurnal temperature range (DTR [K];
the difference between the daily maximum and minimum temperature) is calculated for the
whole year, for the winter (December-January-February) and summer (June-July-August)
season. Next, the number of wet days (defined as days during the year for which precipi-
tation is larger than 0.1 mm or larger than 1 mm) and the number of frost days (days with
a minimum temperature below 0 °C) are calculated. Furthermore, the monthly maximum
1-day precipitation (Rx1day [mm day~']) and the number of consecutive dry days (CDD
[days]; the annual maximum number of days for which precipitation is below 1 mm) and
consecutive wet days (CWD [days]; the annual maximum number of days for which pre-
cipitation is equal to or more than 1 mm) are included in the analysis. All indices are
calculated for the simulated and observed time series, and consequently the ranking is es-
tablished based on the difference between the model and observed diagnostic. Next, the
correlation between the different variables is evaluated by comparing them to the observed
correlation. This is done both on annual time scale and for the summer and winter seasonal
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averages, as correlations are expected to differ in sign and magnitude between the two
seasons (e.g. negative correlation between temperature and relative humidity in summer
reflecting heatwave conditions, and a positive correlation between wind speed and precipi-
tation in winter reflecting storm conditions).

After choosing the best performing simulation based on the evaluation of both the reanaly-
sis and GCM downscalings, the climate change signals for this simulation are investigated
by calculating changes in various climate change indices, based on the Expert Team on
Climate Change Detection and Indices (ETCCDI; see http://etccdi.pacificcl
imate.org/list_27_indices.shtml) for the 5-year periods defined by the GMT
anomalies relative to the reference period (1951-1955). These indices are widely used for
analyzing changes in extremes (e.g. Zhang et al., 2009; Orlowsky and Seneviratne, 2013;
Sillmann et al., 2013). The temperature indices are (i) AT [°C], the mean daily tempera-
ture change, (ii)) AT Xx [°C], the difference in annual maximum value of daily maximum
temperature,(iii) AT Nn [°C], the difference in annual minimum value of daily minimum
temperature, (iv) A frost days, the difference in number of frost days (with a minimum
temperature below 0°C), (v) A summer days, the difference in number of summer days
(with the maximum temperature above 25°C), and finally (vi) AGSL [days], the difference
in growing season length, defined as the annual count between the first span of at least 6
days with a daily mean temperature higher than 5 °C and the first span after July 1st of
6 days with a daily mean temperature lower than 5 °C. The precipitation indices are (i)
APRCPTOT [mml], the difference in annual accumulated precipitation (as simulated over
the five-year period), (ii) ARxlday [mm] the difference in monthly maximum 1-day pre-
cipitation, (iii) AR10mm [days] the difference in number of days per year with more than
10 mm precipitation, (iv) ACDD [days] the difference in the maximum length of a dry spell
(measured as the maximum number of consecutive days with less than 1 mm precipita-
tion) and finally, (v) ACWD [days] the maximum length of a wet spell (measured as the
maximum number of consecutive days with more than 1 mm precipitation).

A.3.4 Applying the new methodology for the UHasselt Ecotron exper-
iment

The best performing RCM simulation is identified by elimination based on expert judgment
based on the performance of the two selection criteria. Next, we define the time windows
for the different units along the gradient based on the 30-year averaged GMT anomaly
of the driving GCM under RCP 8.5 relative to 1951-1955 (Section A.2, Fig. A.21, table
A.2). Based on these time windows, we extract the three-hourly data for all necessary
variables from the simulation for the 11 km by 11 km grid cell covering the location of the
experiment.
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A.4 Results

A.4.1 Identification of the best performing model simulation
First criterion: skill in present-day climate

Overall, model skill strongly varies across RCMs (Fig. A.44). While the annual temper-
ature cycle is generally well represented by all RCMs, biases may reach up to 2 degrees
in individual months for some RCMs. The biases in precipitation are generally positive
(up to factor 2.4) and vary across RCMs. Only CCLM4-8-17 simulates precipitation in the
same range as the observed climatology (nearly no bias (100.22%) on annual mean precip-
itation amounts), while the other RCMs overestimate the total precipitation amounts from
114% up to 182%. For relative humidity and surface wind speed, all RCMs generally suc-
ceed in representing the seasonal cycle, but exhibit deviations in amplitude and absolute
values (e.g. amplitude biases of RCA4 (-37.8%), ALADIN53 (23.3%) and CCLM4-8-
17 (+16.3%) for relative humidity, and annual mean biases for WRF331F (+15.6%) and
HIRHAMS (-9.1%) for surface wind speed). Overall, these seasonal cycles indicate that
for all simulations, the relative bias in precipitation is large compared to biases in other
variables.
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Figure A.44: Seasonal cycle of the reanalysis downscalings for mean temperature (a),
precipitation (b), relative humidity (c) and mean surface wind speed (d). (The RegCM4-2
and ALARO-0 simulations are not available for relative humidity and the ALADINS53 and
ALARO-0 simulations are not available for surface wind speed.)
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The rankings of the reanalysis downscalings for the four variables (Fig. A.45) indicate
that, overall, CCLM4-8-17, RACMO22E, REM0O2009 and HIRHAMS are performing
best. CCLM4-8-17 and RACMO22E show the highest relative skill for precipitation, while
REMO2009 and HIRHAMS5 demonstrate high skill for temperature. CCLM4-8-17 is the
best performing model based on the bias and total MAE metrics for temperature and precip-
itation, but is ranked in the mid range for the metrics related to the shape of its temperature
distribution (PSS and percentile MAE). This can be attributed to an overestimation of the
amplitude of the seasonal temperature cycle in this model (too cold in winters, too hot
in summers; Fig. A.44a, (Kotlarski et al., 2014). For relative humidity and surface wind
speed, RACMO22E generally demonstrates the highest skill. Considering the climatologi-
cal diagnostics (Fig. A.47a), CCLM4-8-17 shows the highest relative skill for precipitation-
related diagnostics (wet days, monthly maximum 1-day precipitation, length of dry and wet
spells), while RACMO22E and RCA4 show higher relative skill for the annual, winter and
summer diurnal temperature range. While RCA4 is highly ranked for temperature-related
diagnostics, it is one of the models with the lowest relative skill for precipitation-related
diagnostics. The correlation ranking shows a more scattered image, for the annual corre-
lation as well as summer and winter correlations (see appendix Fig. A.712). Overall, as
the reanalysis driven simulations with ALADIN53, RegCM4-2, WRF331F and ALARO-0
show the lowest skill compared to the other RCMs, we take them out of consideration to
serve as ecosystem forcing.

Second, we evaluate the GCM downscalings for the period 1951-2005. The seasonal cycles
of the temperature, precipitation, relative humidity and surface wind speed show a similar
pattern as the reanalysis downscalings, with again a strong wet bias for precipitation in
most models (see appendix Fig. A.714). The rankings show a mixed pattern for the differ-
ent variables: there are no simulations which rank high for all considered variables ( Fig.
A.46). For precipitation, the simulations with CCLM4-8-17, RACMO22E have better rela-
tive skill compared to the other simulations, which is in line with the high ranking of these
models in the reanalysis downscalings. Furthermore, it is remarkable that the simulations
which show a high skill for precipitation, typically show lower skill for relative humidity
and vice versa, e.g. CCLM4-8-17 driven by HadGEM?2-ES (high ranking in precipitation,
lowest in relative humidity) and REMO2009 driven by MPI-ESM-LR (high ranking in rel-
ative humidity and lower in precipitation). The three MPI-ESM-LR driven simulations
appear to be better in reproducing the temperature climatology compared to the other sim-
ulations. For the climatological diagnostics, generally CCLM4-8-17 is scoring best for the
precipitation-related diagnostics, whereas simulations with RCA4 are ranked the best for
DTR (annual, summer and winter).

Based on the ranking of the GCM downscalings, the following simulations are considered
potential candidates to serve as climate forcing: CCLM4-8-17 driven by CNRM-CMS5, EC-
EARTH and MPI-ESM-LR, HIRHAMS driven by EC-EARTH and HadGEM2-ES, and
RACMO22E driven by HadGEM2-ES (Figs. A.45,A.46 and A.47). Since precipitation bi-
ases strongly differ among RCMs (table A.1), and since precipitation is a critical variable
for the ecosystem experiments (Van der Molen et al., 2011; Vicca et al., 2014; Estiarte
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et al., 2016), we prioritize a minimum relative bias for precipitation over a lower bias for
temperature, relative humidity and surface wind speed. The precipitation biases for the con-
sidered simulations are +150 mm year™! for CCLM4-8-17 driven by CNRM-CMS5, +8 mm
year! for CCLM4-8-17 driven by EC-EARTH, +24 mm year"! for CCLM4-8-17 driven
by MPI-ESM-LR, +323 mm year”' for HIRHAMS driven by EC-EARTH, 101 mm year-1
for HIRHAMS driven by HadGEM2-ES and 35.51 mm year”! for RACMO22E driven by
HadGEMZ2-ES. Based on this, the CCLM4-8-17 EC-EARTH driven simulations has the
best chance to be chosen as forcing, followed by the CCLM4-8-17 MPI-ESM-LR and the
RACMO22E HadGEM2-ES driven simulation.

Second criterion: Representativeness of multi-model mean in future projections

To verify the second requirement we look at anomalies from the mean signal of the four
variables for the future period of the simulations under RCP 8.5. The EC-EARTH driven
CCLM4-8-17 simulation is representative of the multi-model mean for all four variables
(Fig. A.48), and even the median simulation for the mean temperature anomaly. For pre-
cipitation and relative humidity however, the CCLM4-8-17 EC-EARTH simulation show
decreasing anomalies after 2050. underestimates the multi-model mean anomaly. The other
selected simulations have a larger positive bias in precipitation for their GCM downscal-
ings. A possible reason is that these simulations overestimate precipitation and simulate a
more intensive hydrologic cycle, which also implies stronger changes in the future.

The remaining five simulations from step 1 (CCLM4-8-17 driven by MPI-ESM-LR, HIRHAMS5
and RACMO22E driven by HadGEM2-ES) all systematically underestimate or overesti-
mate other variables (Figs. A.715,A.716, A.717, A.718 and A.719). For instance, the mean
temperature anomaly of CCLM4-8-17 driven by MPI-ESM-LR simulation (1.46 °C) is
lower than the 10™ percentile of all simulations (1.51 °C) and the temperature anomaly for
CCLM4-8-17 driven by CNRM-CMS5 is the 30" percentile (1.67 °C). HIRHAMS driven
by HadGEM2-ES overestimates relative humidity anomalies compared to the multi-model
mean, with a mean value (1.26 %) around the 80th percentile. Finally, the HadGEM2-ES
driven RACMO22E simulation overestimates relative humidity and temperature anomalies,
up to the 90th percentile for temperature. Overall, we conclude that the EC-EARTH driven
CCLM4-8-17 simulation is the most appropriate candidate for serving as climate forcing
for the UHasselt Ecotron experiment.
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Table A.1: Bias in annual precipitation (P bias) and rank based thereof (from 1-best to
18-worst) for the EURO-CORDEX GCM downscalings for the period 1951-2005 over
Maastricht-Airport.

RCM GCM P bias (mm/year) Rank
CCLM4-8-17 CNRM-CERFACS-CNRM-CM5 145 8
CCLM4-8-17 ICHEC-EC-EARTH 8 1
CCLM4-8-17 MOHC-HadGEM2-ES -174 9
CCLM4-8-17 MPI-M-MPI-ESM-LR 24 2
ALADINS53 CNRM-CERFACS-CNRM-CM5 550 14
HIRHAMS ICHEC-EC-EARTH 323 12
HIRHAMS MOHC-HadGEM2-ES 101 6
HIRHAMS NCC-NorESM1-M 571 16
WRF331F IPSL-IPSL-CM5A-MR 726 18
RACMO22E  ICHEC-EC-EARTH 99 5
RACMO22E  MOHC-HadGEM2-ES 36 3
REMO2009 MPI-M-MPI-ESM-LR 225 10
ALARO-0 CNRM-CERFACS-CNRM-CM5 560 15
RCA4 CNRM-CERFACS-CNRM-CM5 319 11
RCA4 ICHEC-EC-EARTH 386 13
RCA4 IPSL-IPSL-CM5A-MR 691 17
RCA4 MOHC-HadGEM2-ES 111 7
RCA4 MPI-M-MPI-ESM-LR 70 4
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Figure A.45: Ranking of the reanalysis downscalings based on performance on temper-
ature (a), precipitation (b), relative humidity (c) and surface wind speed (d) compared to
observations from Maastricht. The metrics shown are the Bias, Perkins Skill Score (PSS),

Mean Absolute Error (MAE) for the entire time series and the 1st, 10th, 90th and 99th

percentiles, Root Mean Square Error (RMSE), Spearman rank correlation (Spearman) and
Brier Skill Score (BSS). Rankings are from 1-best to 9-worst. Grey colors indicate that
the variable is not available for the considered model.
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Figure A.46: Ranking of the GCM downscalings based on performance on temperature
(a), precipitation (b), relative humidity (c) and surface wind speed (d) compared to ob-
servations from Maastricht. The metrics showed are the bias, Perkins Skill Score (PSS),
Mean Absolute Error (MAE) for the total and 1st, 10th, 90th and 99th percentile. Rank-
ings are from 1-best to 16, 17 or 18-worst for surface wind speed, relative humidity, pre-
cipitation and temperature, respectively. Grey colors indicate that the variable is not avail-
able for the considered model.
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Figure A.47: Ranking of the reanalysis (a) and GCM (b) downscalings for the his-
torical period based on climatological diagnostics. Diurnal temperature range (DTR)
in summer (July-August) and winter (December-February), number of wet days defined
as days with precipitation > 0.1 mm and precipitation > 1 mm, number of frost days de-
fined as days with mean temperature < 273.15 K, Monthly maximum 1-day precipitation
(Rx1day), consecutive dry days (CDD), the maximum length of a dry spell, and consec-
utive wet days (CWD), the maximum length of a wet spell. Next to the diagnostic name
its value as observed in Maastricht-Airport is shown. Rankings are from 1-best to 9 or 18-
worst for the reanalysis and GCM downscalings, respectively.
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Figure A.48: Anomalies for the CCLM4-8-17 EC-EARTH simulation following RCP
8.5 at the ecotron site for temperature (a), precipitation (b), relative humidity (c) and sur-
face wind speed (d). The reference period is 1977 to 2006, the anomalies of the CLM4-
8-17 EC-EARTH simulation are calculated compared to its own values in the reference
period. In gray the envelope of all EURO-CORDEX RCP 8.5 simulations is showed.
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A.4.2 Characterization of the selected meteorological forcing

Based on the selection criteria we single out the EC-EARTH (ensemble member r12ilpl)
driven CCLM4-8-17 simulation as climate forcing for the UHasselt Ecotron experiment.
The climatic conditions in the six units along the gradient represent an increasing signal
of climate change. The overall trend of the local temperature anomaly compared to the
reference period (0 °C) increases monotonically with the corresponding GMT anomalies
(Fig. A.49a). No clear trends are visible for precipitation, relative humidity and surface
wind speed anomalies, but very clear for the minimum and maximum temperature anoma-
lies which are both increasing (Fig. A.49). The mean daily temperature is increasing at a
similar rate compared to GMT anomaly, and minimum and maximum temperature show
a larger increase (table A.2). None of the temperature indices show a linear increase, re-
flecting the difference between global and local climatic conditions and the influence of
decadal internal variability. The ecotron unit representing a +4 °C world is the most ex-
treme case, with increases of 7Xx of +6.30 °C and an increase of TNn with +10.21 °C
(table A.2). The number of frost days decreases with about -76.2, while the number of
summer days with a temperature above 25 °C increases with about 36.6 days. The annual
growing season length is extended with 80 days on average, leaving only 59.4 days of the
year not favourable for growth. The indices for precipitation show a less clear trend (table
A.2). The total precipitation amount varies for the five units, without any trend and shows a
substantial decadal variability in all seasons (see Fig. A.49) . Rxlday has positive anoma-
lies for the +1.5 °C, +2 °C and +3 °C units (+0.35 mm day™! +1.92 mm day™' and +2.34
mm day™!, respectively). These +2 °C and +3 °C units also knows an increase in R10mm
(+3.2 and +3.6 days) compared to the other units. Finally, there is no clear trend in CWD,
but there is an increase in CDD up to +11.8 days for the +4 °C unit. The +1.5 °C unit
spans a drier time window, with an average CDD of +9.6 days. Figure A.49 further shows
a systematic decrease of relative humidity during summer with increasing warming and a
strong decadal variability of surface wind speed especially in winter.
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Figure A.49: Annual cycles of the CCLM4-8-17 EC-EARTH ecotron unit forcing for
the +1 °C, +1.5 °C, +2 °C, 43 °C and +4 °C units compared to the 0 °C reference period.
Curves were smoothed using Savitzky-Golay filtering (order = 2 frame = 301; Savitzky
and Golay (1964)

Table A.2: Extracted 5-year periods and temperature and precipitation indices based
on ETCCDI for the CCLM4-8-17 EC-EARTH simulation at the ecotron location.
The 0 °C column gives the absolute reference values. The periods are calculated based

on the 30-year averaged global mean temperature (GMT) anomaly calculated from EC-
EARTH.

0°C(refvalue) +1°C +1.5°C +2 °C +3 °C +4 °C

1951 - 1955 2011-2015  2028-2032  2043-2047 2067-2071 2091 - 2095
AT [ °C] 8.17 +1.13 +1.14 +1.81 +3.15 +4.49
ATXx [ °C] 30.98 +0.82 +1.66 +1.34 +5.24 +6.30
ATNn [ °C] -12.73 +6.75 +3.34 +5.94 +8.27 +10.21
A Frost Days 103 -22 -14.8 -36.4 -59 -76.2
A Summer Days 11.4 +4 +12.2 +8.6 +26.2 +36.6
AGSL [days] 225.6 +9.6 +20 +33.6 +45.8 +80
APRCPTOT [mm]  771.09 -81.32 -57.2 +25.12 -23.14 -136.05
ARx1lday [mm] 14.38 -0.2 +0.35 +1.92 +2.34 +0.5
AR10mm [days] 14.6 0 -1 +3.2 +3.6 -1.2
ACDD [days] 17.2 +2.4 +9.6 +1.6 +7.2 +11.8

ACWD [days] 9.6 -0.2 +1.2 +1.4 0 -1.8
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lengths (ranging from a 1-year period to a 20-year period) of the CCLLM4-8-17 EC-

EARTH simulation following RCP 8.5 for temperature indices: mean temperature

anomaly (AT'; a), annual maximum temperature (AT Xx; b), annual minimum temperature
(AT Nn; c); anomaly in annual number of summer days (d), frost days (e) and the anomaly
in growing season length (f). Note the different y-axis scales.
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Figure A.411: Same as Fig. A.410, but now for precipitation indices: the annual accu-
mulated precipitation anomaly (APRCPT OT'; a), anomaly of monthly maximum 1-day
precipitation (ARx1day; b), anomaly of annual number of days with more than 10 mm
precipitation (AR10mm; c), anomaly of annual maximum length of a dry spell (ACDD;
d) and anomaly of maximum length of a wet spell (ACW D; e). Note the different y-axis
scales.
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A.5 Discussion

The presented methodology exhibit some challenges, which are addressed in the following
section. We extract all climate variables from one grid cell of the RCM simulation to con-
serve a realistic, non smoothed signal. However, the extracted time series of the grid cell
can differ a lot between different models and time periods, reflecting the natural climate
variability. GCMs and RCMs provide robust signals when aggregated over a larger spatial
area (Seneviratne et al., 2016; Fischer and Knutti, 2015). By taking the spatial mean, a
more robust estimate of the mean climate is obtained, including robust signals of climate
change. This explains the difference in local climate change signals (Fig. A.48, table A.2)
and non-linearities compared to the GMT anomaly obtained by global averaging (Senevi-
ratne et al., 2016). It is however necessary to use actual time series from a single grid cell to
capture e.g. the extreme precipitation event occurring in the considered grid cell, but not in
the neighbouring grid cells. The grid-cell values also reflect strong interannual to decadal
variability which is of high relevance for a realistic forcing of the ecosystem.

Climate model simulations are often biased, which is mostly related to structural model
deficiencies (Flato et al., 2013). Applying bias adjustment is a standard way to deal with
biases (Gudmundsson et al., 2012; Vanderkelen et al., 2018b), but such methods face sev-
eral challenges and need to be chosen carefully to not increase biases in the co-variability of
variables (Zscheischler et al., 2019). In the proposed method we therefore directly use the
’raw’ model output, as such preserving climate variability and the physically-consistent co-
variance of the different meteorological variables. In this way, the Ecotron experiment will
study ecosystem responses to multi-variate drivers as compound controls. For instance,
it will provide a unique opportunity to study the impact from realistic compound events
(Zscheischler et al., 2018), e.g. events similar to the drought-heat event of 2018, which
caused massive heather die-off both in the field and in the ecotrons, forced by conditions
like they happened in the field.

The gradient for the different ecotron units does not follow a monotonic trend for some of
the key indicators (Fig. A.49 and table A.2), due to the high local and inter-annual nat-
ural climate variability of the climate system. This issue could be alleviated by running
the experiment for a longer period. Comparing different time frames, all extracted based
on 30-year averaged GMT anomaly thresholds, shows that choosing longer time windows
of 10 or 20 years leads to more clear monotonic trends (Figs. A.410 and A.411), which
is more pronounced for temperature-derived indices than for precipitation-derived indices.
For shorter time windows of 1 to 2 years, the inter-annual and local natural variability leads
to larger variations in trend for the different GMT anomaly levels. Therefore, the experi-
ment would have to run for a long period, but the experimental time frame is constrained
by the experimental setup and possible renewal. As a compromise, here we use a 5-year
experimental period. Ideally, the entire gradient should be replicated several times with
different climate trajectories to average out the natural climate variability. This approach is
however constrained by the high cost of the experimental set-up.
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In the different ecotron units, we assume that the controlled variables (CO, and CHy4 con-
centration, temperature, precipitation, atmospheric humidity, wind, ...) are in equilibrium
with the warming level, by extracting the 5-year period in which the GMT anomaly in the
driving GCM is reached. While this is a reasonable assumption, several components in
the climate system will not yet be in equilibrium with the GMT anomaly at the time of
simulation (e.g. glaciers, ice sheets, sea level; Zekollari et al. (2019), Church et al. (2013).
Therefore, we cannot rule out that changes in these slower components may still affect
the meteorological conditions until these reach equilibrium too. For instance, a delayed
melting of sea ice could alter the polar circulation and thereby affecting the mid-latitude
circulation (Coumou et al., 2018), whereas ice sheet melting may affect oceanic pole-ward
heat transport (Caesar et al., 2018). However, to select the time windows, we follow the
same approach as the Transient Response to Cumulative Emissions (TRCE) as presented
in the Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment Report IPCC
2013, 2013). This concept describes the warming per unit of carbon emissions, which
largely follows a linear relationship independent of the emission scenario (Knutti and Ro-
gelj, 2015).

The set-up of the UHasselt Ecotron experiment implies that the incoming shortwave radi-
ation will follow current weather conditions and not the weather conditions as prescribed
by the RCM forcing. It is thus possible to have, for instance, clear-sky conditions and as-
sociated high incoming shortwave radiation in the field, while in the ecotron unit a heavy
precipitation event is simulated consistent with the RCM forcing. In this example, the sys-
tem receives more incoming shortwave radiation than in the simulated climate. Likewise,
the surface fluxes will be higher, but the resulting temperature and moisture is corrected
within the ecotron unit by the controlling devices to fully follow the boundary layer condi-
tions as they are prescribed by the RCM.

The UHasselt Ecotron experiment allows to investigate ecosystem responses to different
levels of climate change. This allows to study subtle changes in ecosystem responses such
as impacts of decreased frost frequency on plant mortality (Berendse et al., 1994) and
the interactions between the occurrence of mild droughts and plant acclimation for longer
droughts (Backhaus et al., 2014). Although climate variables are prescribed, ecosystem-
climate feedbacks originating from interactions between the biosphere and atmosphere
can by partially diagnosed. For instance, heatwave reinforcements by occurring droughts
(Seneviratne et al., 2010; Zscheischler and Seneviratne, 2017) as well as soil moisture
effects on precipitation events (Guillod et al., 2015) may be assessed by calculating imbal-
ances in the energy budget.
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A.6 Conclusions

Ecosystem experiments investigating climate change responses require a holistic, realistic
climate forcing, reflecting not only the changes in the mean climate, but also representing
physically consistent co-variance between climate drivers, natural variability, changes in
extreme events. To this extent, we presented a new method for creating realistic climate
forcing for manipulation experiments using a single Regional Climate Model (RCM) sim-
ulation, and subsequently applied it on the UHasselt Ecotron Experiment. To account for
co-variances between variables and to fully capture the climate variability including ex-
treme events, we selected an RCM simulation from the EURO-CORDEX ensemble based
on the following criteria: (i) high skill in the local present-day climate and (ii) representa-
tive of local changes in the multi-model mean.

Based on a thorough evaluation of four key variables (temperature, precipitation, relative
humidity and wind speed), we found that there is no single RCM-GCM combination out-
performing all others for all considered variables and metrics. We made a selection of the
six best performing simulations as potential candidates and verified whether they represent
the multi-model mean for the considered variables. As precipitation is considered the most
important variable in ecosystem experiments, and as most GCM downscalings have large
bias for this variable, we use the precipitation bias as the decisive factor to single out the
simulation which will serve as forcing: CCLM4-8-17 driven by EC-EARTH.

The units of the UHasselt Ecotron Experiment are forced with climate conditions along
a Global Mean Temperature (GMT) anomaly gradient, representing conditions of a 0 °C
(historical), +1 °C (present-day), +1.5 °C, +2 °C, +3 °C and +4 °C warmer world. Five-
year time windows corresponding to these warming levels are defined based on when the
30-year averaged GMT anomaly of EC-EARTH, the driving GCM, crosses these temper-
ature thresholds. Subsequently, the ecotron forcing is extracted from the 3-hourly RCM
simulation according to the time windows.

Our new methodology provides realistic climate forcing, accounting for co-variances be-
tween climatic variables and their change in variability, well representing possible com-
pound events. This is particularly interesting for controlled environment facilities, as their
setup allows to realistically simulate future climate by controlling and measuring multiple
parameters. Other controlled environment facilities could also benefit from the proposed
methodology, depending on the posed research questions. The protocol for selecting a suit-
able regional climate simulation and extracting time series for the needed variables based
on the time window defined by a global mean temperature threshold, provides a framework
for different types of manipulation experiments aiming to investigate ecosystem responses
to a realistic future climate change, even without a gradient approach.
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Data and code availability

Reference station data of the European Climate Assessment and Dataset is publicly avail-
able at https://www.ecad.eu/. The greenhouse gas concentrations as prescribed by
RCP 8.5 are available at https://tntcat.iiasa.ac.at/RcpDb/. Data from the
Coordinated Regional Climate Downscaling Experiment (CORDEX) Africa framework is
available at http://cordex.org/data-access/esgf. The scripts used in the
analysis are available on github: https://github.com/VUB-HYDR/2020_Vande
rkelen_etal TIJBM.
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Figure A.712: Correlations for the reanalysis downscalings (1990-2008): Annual corre-
lations (a), correlations in June, July and August (JJA; b) and correlations in December,
January and February (DJF; c). T stands for temperature, P for precipitation and RH for

relative humidity. The values in the y-axis labels are the observed correlations, and the

other values correlations between the simulated variables. Rankings are from 1-best to 9-

Wworst.
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Figure A.713: Correlations for the GCM downscalings (1951-2005): Annual correlations
(a), correlations in June, July and August (JJA; b) and correlations in December, January
and February (DJF; c). T stands for temperature, P for precipitation and RH for relative
humidity. The values in the y-axis labels are the observed correlations, and the other val-
ues correlations between the simulated variables. Rankings are from 1-best to 9-worst.
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Figure A.714: Seasonal cycle of the GCM downscalings for mean temperature (a), pre-
cipitation (b), relative humidity (c) and mean surface wind speed (d).
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Figure A.715: Same as Fig. A.48, but now for CCLM4-8-17 CNRM-CMS5.
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Figure A.716: Same as Fig. A.48, but now for CCLM4-8-17 MPI-ESM-LR.
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Figure A.717: Same as Fig. A.48, but now for HIRHAMS EC-EARTH.
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Humans are an integral component of the terrestrial water cycle, both
through direct water management and anthropogenic climate
change. Damming rivers creates reservoirs, which alters river flows
and stores additional water on land. To investigate the interactions of
reservoirs with their surrounding environment and the atmosphere,
holistic frameworks like Earth System models (ESMs) are necessary.
However, ESMs typically do not include reservoirs in their river and
land models. The aim of this doctoral thesis is to improve our
understanding of reservoirs in the Earth system.

A case study on the future water level projections for Lake Victoria
shows the importance of both climate change and dam management,
and serves as a stepping stone to investigate those interactions at
the global scale. Next, the amount of heat taken up by inland waters
is quantified for the first time, and the role of reservoirs to store and
redistribute heat in a warming world is highlighted. In the last two
contributions, the representation of reservoirs in the Community
Earth System Model is advanced by including historical lake
expansion through reservoir construction in its land component, the
Community Land Model, and flow regulation through dam
management in the river routing model mizuRoute.

These developments improve the representation of the terrestrial
water cycle in ESMs by including a key component of human water
management. This enables investigating future water availability for
food, fiber, and energy in a changing climate.
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